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1. Moment identities

Consider a Poisson point process with σ-finite diffuse measure σ(dx) on a σ-
compact metric space X. The underlying probability space Ω is a space of con-
figurations whose elements ω ∈ Ω are identified with the Radon point measures

ω =
∑
x∈ω

εx, where εx denotes the Dirac measure at x ∈ X and the Poisson proba-

bility measure with intensity σ on Ω is denoted by πσ. The isometry formula for
the multiple compensated Poisson stochastic integrals Ik(fk) of symmetric square-
integrable functions fk : Xk → R in k variables shows that

(1) E
[
Ik(f⊗k)F

]
= E

[∫
Xk

f(x1) · · · f(xk)Dx1 · · ·Dxk
Fσ(dx1) · · ·σ(dxk)

]
where F : Ω → R is a finite sum of multiple stochastic integrals and Dx is the
finite difference operator defined by

DxF := ε+
x F (ω)− F (ω) = F (ω ∪ {x})− F (ω), ω ∈ Ω, x ∈ X.

Next, using the relation

E(g) := exp

(
−
∫ ∞

0

g(x)dx

)∏
x∈ω

(1 + g(x)) =

∞∑
n=0

1

n!
In(g⊗n)

with g = ef − 1 we find, by the Faà di Bruno formula applied to the exponential
function,
∞∑
n=0

1

n!
E
[
F

(∫
X

fdω

)n]
= E[Fe

∫
X
fdω] = e

∫
X

(ef−1)dσE
[
FE(ef − 1)

]
=

∞∑
k=0

1

k!

∫
Xk

(ef(x1) − 1) · · · (ef(xn) − 1)E
[
ε+
xk
F
]
σ(dx1) · · ·σ(dxk)

=

∞∑
n=0

1

n!

∑
P1,...,Pk⊂{1,...,n}

∫
Xk

f |P1|(x1) · · · f |Pk|(xk)E
[
ε+
xk
F
]
σ(dx1) · · ·σ(dxk),

with ε+
xk

= ε+
x1
· · · ε+

xk
, for F : Ω → R a bounded random variable, where the sum

runs over all partitions {P1, . . . , Pk} of {1, . . . , n}, hence the relation

E
[
F

(∫
X

fdω

)n]
=

∑
P1,...,Pk⊂{1,...,n}

∫
Xk

f |P1|(x1) · · · f |Pk|(xk)E
[
ε+
xk
F
]
σ(dx1) · · ·σ(dxk),

1
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which extends as the moment identity

E
[(∫

X

ux(ω)ω(dx)

)n]
=

∑
P1,...,Pk

E
[∫

Xk

ε+
xk

(u|P1|
x1
· · ·u|Pk|

xk
)σ(dx1) · · ·σ(dxk)

]
,

(2)

for u(x, ω) a sufficiently integrable random process on X ×Ω, cf. Prop. 3.1 of [6].
From the relation

ε+
xk

(ux1
· · ·uxk

) = ε+
x1,...,xk

(ux1
· · ·uxk

) =
∑

Θ⊂{1,...,k}

DΘ(ux1
· · ·uxk

),

where DΘ = Dx1
· · ·Dxl

when Θ = {1, . . . , l}, we deduce that

E
[(∫

X

ux(ω)ω(dx)

)n]
=

∑
P1,...,Pk

E
[∫

Xk

ε+
xk

(u|P1|
x1
· · ·u|Pk|

xk
)σ(dx1) · · ·σ(dxk)

]

=
∑

P1,...,Pk

∑
Θ⊂{1,...,k}

E
[∫

Xk

DΘ(u|P1|
x1
· · ·u|Pk|

xk
)σ(dx1) · · ·σ(dxk)

]
.

Under the cyclic conditionDx1
ux2
· · ·Dxk

ux1
= 0, we getDx1

· · ·Dxk
(ux1

· · ·uxk
) =

0, x1, . . . , xk ∈ X, ω ∈ Ω, cf. [3], [5], and provided in addition that the moment∫
X
uk(s)σ(ds) is deterministic, k ≥ 1, a decreasing induction shows that

E
[(∫

X

ux(ω)ω(dx)

)n]
=

∑
P1,...,Pk

∫
Xk

u|P1|
x1
· · ·u|Pk|

xk
σ(dx1) · · ·σ(dxk), n ≥ 1,

i.e.
∫
X
ux(ω)ω(dx) has a compound Poisson distribution. See [7] for related con-

sequence for the mixing of random transformations of Poisson measures. Such
results have been recently extended to point processes with Papangelou intensities
in [1].

2. Quasi-invariance

Formula (1) can be extended to indicator functions 1A(ω) over random sets
A(ω), as

E
[
FIn(1⊗nA )

]
= E [FCn(ω(A), σ(A))](3)

= E

[∫
Xn

Dx1 · · ·Dxn

(
F

n∏
p=1

1A(xp)

)
σ(dx1) · · ·σ(dxn)

]
,

via a pathwise extension of the multiple stochastic integral, by application of
Stirling inversion to (2) and to the Charlier polynomial Cn(x, λ) of order n ∈ N
with parameter λ > 0, cf. [4]. As a consequence, if τ : Ω × X → Y satisfies
the cyclic condition Dt1τ(ω, t2) · · ·Dtkτ(ω, t1) = 0, t1, . . . , tk ∈ X, ω ∈ Ω, for all
k ≥ 1, and g : Y → R is sufficiently integrable we get

E

[
e−

∫
X
g(τ(ω,x))σ(dx)

∏
x∈ω

(1 + g(τ(ω, x)))

]
= 1.
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Denoting by τ∗ : Ω → Ω the mapping defined by shifting configuration points
according to τ , this implies the non-adapted Girsanov identity

E

[
F (τ∗(ω))e−

∫
X
φ(ω,x)σ(dx)

∏
x∈ω

(1 + φ(ω, x))

]
= E[F ], F ∈ L1(Ω),

provided τ(ω, ·) : X → X is invertible on X for all ω ∈ Ω, and the density

φ(ω, x) :=
dτ−1
∗ (ω, ·)σ
dσ

(x)− 1, x ∈ X,

exists for all ω ∈ Ω. If τ∗ : Ω → Ω is invertible then the random transformation
τ−1
∗ : Ω→ Ω is absolutely continuous with respect to πσ, with density

(4)
dτ−1
∗ πσ
dπσ

= e−
∫
X
φ(ω,x)σ(dx)

∏
x∈ω

(1 + φ(ω, x)).

3. Examples and stopping sets

Examples can be constructed when A(ω) is a stopping set, i.e. a random set
such that {A ⊂ U} ∈ FK for all U ⊂ K, where FK denotes the σ-algebra gener-
ated by points inside K, cf. [8] and Def. 2.27 in [2]. In this case (3) shows that
E[In(1⊗nA )] = 0. Examples of transformations τ(ω, x) can be defined by leaving
A(ω) invariant and by shifting x 7→ τ(ω, x) depending only on those points of ω
that belong to A(ω). Specific examples include A the smallest ball containing the
n points closest to the origin when X = Rd, or A = [0, Tn] when X = R+ and Tn
is the nth Poisson jump time, and A the complement of the open convex hull of
the points of ω that belong to the unit ball.
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