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Abstract

Based on a new multiplication formula for discrete multiple stochastic integrals
with respect to non-symmetric Bernoulli random walks, we extend the results of [14]
on the Gaussian approximation of symmetric Rademacher sequences to the setting of
possibly non-identically distributed independent Bernoulli sequences. We also provide
Poisson approximation results for these sequences, by following the method of [15].
Our arguments use covariance identities obtained from the Clark-Ocone representation
formula in addition to those usually based on the inverse of the Ornstein-Uhlenbeck
operator.
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1 Introduction

Malliavin calculus and the Stein method were combined for the first time for Gaussian fields

in the seminal paper [13], whose results have later been extended to other settings, includ-

ing Poisson processes [15], [16]. In particular, the Stein method has been applied in [14] to

Rademacher sequences (Xn)n∈N of independent and identically distributed Bernoulli random

variables with P (X1 = 1) = P (X1 = −1) = 1/2, in order to derive bounds on distances

between the probability laws of functionals of (Xn)n∈N and the law N(0, 1) of a standard

N(0, 1) normal random variable Z. Those approaches exploit a covariance representation

based on the number (or Ornstein-Uhlenbeck) operator L and its inverse L−1.
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From here onwards, we denote by C2
b the set of all real-valued bounded functions with

bounded derivatives up to the second order. In particular, for h ∈ C2
b , using a chain rule

proved in the symmetric case, the bound

|E[h(F )]− E[h(Z)]| ≤ A1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′′‖∞A2, (1.1)

has been derived in [14] (see Theorem 3.1 therein) for centered functionals F of a symmet-

ric Bernoulli random walk (Xn)n∈N. Here, (Xn)n∈N is built as the sequence of canonical

projections on Ω := {−1, 1}N and

A1 = E
[∣∣∣1− 〈DF,−DL−1F 〉`2(N)

∣∣∣] , A2 =
20

3
E
[
〈|DL−1F |, |DF |3〉`2(N)

]
,

where 〈·, ·〉`2(N) is the usual inner product on `2(N), and D is the symmetric gradient defined

as

DkF (ω) =
1

2
(F (ωk+)− F (ωk−)), k ∈ N,

where, given ω = (ω0, ω1, . . .) ∈ Ω, we let

ωk+ = (ω0, . . . , ωk−1,+1, ωk+1, . . .)

and

ωk− = (ω0, . . . , ωk−1,−1, ωk+1, . . .).

The above bound (1.1) can be used to control the Wasserstein distance between N(0, 1) and

the law of F as in Corollary 3.6 in [14]. In addition, the right-hand side of (1.1) yields

explicit bounds in the case where F is a single discrete stochastic integral (see Corollary 3.3

in [14]) or a multiple discrete stochastic integral (see Section 4 in [14]). In this latter case the

derivation of explicit bounds is based on a multiplication formula proved in the symmetric

case (see Proposition 2.9 in [14]).

In this paper we provide Gaussian and Poisson approximations for functionals of not-

necessarily symmetric Bernoulli sequences via the Stein and Chen-Stein methods, respec-

tively. See [11] for recent related results on Gaussian approximation, without relying on a

multiplication formula for discrete multiple stochastic integrals.

The normal and Poisson approximations are based on suitable chain rules in Propositions

2.1 and 2.2 and on an extension to the non-symmetric case of the multiplication formula
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for discrete multiple stochastic integrals (see Proposition 5.1 and Section 9 for its proof).

In addition to using the Ornstein-Uhlenbeck operator L for covariance representations, we

also derive error bounds for the normal and Poisson approximations using covariance repre-

sentations based on the Clark-Ocone formula, following the argument implemented in [20].

Indeed the operator L is of a more delicate use in applications to functionals whose multiple

stochastic integral expansion is not explicitly known. In contrast with covariance identities

based on the number operator, which rely on the divergence-gradient composition, the Clark-

Ocone formula only requires the computation of a gradient and a conditional expectation.

A bound for the Wasserstein distance between a standard Gaussian random variable and

a (standardized) function of a finite sequence of independent random variables has been

obtained in [4], via the construction of an auxiliary random variable which allows one to

approximate the Stein equation. Although the results in our paper are restricted to the

Bernoulli case, they may be applied to functionals of an infinite sequence of Bernoulli dis-

tributed random variables. A comparison between a bound in our paper and that one in [4]

is given at the end of the first example of Section 4.

As far as the Gaussian approximation is concerned, using a covariance representation

based on the Clark-Ocone formula, in Theorem 3.2 below we find sufficient conditions on

centered functionals F of a not necessarily symmetric Bernoulli random walk so that

|E[h(F )]− E[h(Z)]| ≤ B1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞B2 + ‖h′′‖∞B3 (1.2)

for any h ∈ C2
b , and for some positive constants B1, B2, B3 > 0; similarly, using a covari-

ance representation based on the Ornstein-Uhlenbeck operator, in Theorem 3.4 below we

provide alternate sufficient conditions on centered functionals F of a not necessarily sym-

metric Bernoulli random walk so that the bound (1.2) holds for different positive constants

C1, C2, C3 > 0, in place of B1, B2, B3 respectively. In Theorem 3.6 below we show that the

bound (1.2) can be used to control the Fortet-Mourier distance dFM between F and the

standard N(0, 1) normal random variable Z, i.e. we prove

dFM(F,Z) ≤
√

2(B1 +B3)(5 + E[|F |]) +B2.

A similar bound holds, under alternate conditions on F , with the constant Bi replaced by Ci

(i = 1, 2, 3). Replacing the Stein method by the Chen-Stein method, we also show that this
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approach applies to the Poisson approximation in addition to the Gaussian approximation,

and treat discrete multiple stochastic integrals as examples in both cases.

This paper is organized as follows. In Section 2 we recall some elements of stochastic

analysis of Bernoulli processes, including chain rules for finite difference operators. In Sec-

tion 3 we present the two different upper bounds for the quantity |E[h(F )]−E[h(Z)]|, h ∈ C2
b ,

described above and the related application to the Fortet-Mourier distance. Section 4 con-

tains explicit first chaos bounds with application to determinantal processes, while Section 5

is concerned with bounds for the nth chaoses. The important case of quadratic functionals

(second chaoses) is treated in a separate paragraph. In Section 6 we apply our arguments

to the Poisson approximation and in Sections 7 and 8 we investigate the case of single and

multiple discrete stochastic integrals. Finally, Section 9 deals with the new multiplication

formula for discrete multiple stochastic integrals in the non-symmetric case, whose proof is

modeled on normal martingales that are solution of a deterministic structure equation.

2 Stochastic analysis of Bernoulli processes

In this section we provide some preliminaries. The reader is directed to [18] and references

therein for more insight into the stochastic analysis of Bernoulli processes.

From now on we assume that the canonical projections Xn : Ω→ {−1, 1}, Ω = {−1, 1}N,

are considered under the not necessarily symmetric measure P given on cylinder sets by

P ({ε0, . . . , εn} × {−1, 1}N) =
n∏
k=0

p
(1+εk)/2
k q

(1−εk)/2
k , εk ∈ {−1, 1}, k = 0, . . . , n.

Given ω = (ω0, ω1, . . .) ∈ Ω and ωk+, ωk− defined as above, for any F : Ω → R we consider

the finite difference operator

DkF (ω) =
√
pkqk(F (ωk+)− F (ωk−)), k ∈ N

and, denoting by κ the counting measure on N, we consider the L2(Ω×N) = L2(Ω×N, P⊗κ)-

valued operator D defined for any F : Ω→ R, by DF = (DkF )k∈N. Given n ≥ 1 we denote

by `2(N)⊗n = `2(Nn) the class of functions on Nn that are square integrable with respect to

κ⊗n, we denote by `2(N)◦n the subspace of `2(N)⊗n formed by functions that are symmetric
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in n variables. The L2 domain of D is given by

Dom(D) = {F ∈ L2(Ω) : DF ∈ L2(Ω× N)} = {F ∈ L2(Ω) : E[‖DF‖2
`2(N)] <∞}.

We let (Yn)n≥0 denote the sequence of centered and normalized random variables defined by

Yn =
qn − pn +Xn

2
√
pnqn

,

which satisfies the discrete structure equation

Y 2
n = 1 +

qn − pn
2
√
pnqn

Yn. (2.1)

Given f1 ∈ `2(N) we define the first order discrete stochastic integral of f1 as

J1(f1) =
∑
k≥0

f1(k)Yk,

and we let

Jn(fn) =
∑

(i1,...,in)∈∆n

fn(i1, . . . , in)Yi1 . . . Yin

denote the discrete multiple stochastic integral of order n of fn in the subspace `2
s(∆n) of

`2(N)◦n composed of symmetric kernels that vanish on diagonals, i.e. on the complement of

∆n = {(k1, . . . , kn) ∈ Nn : ki 6= kj, 1 ≤ i < j ≤ n}, n ≥ 1.

As a convention we identify `2(N0) to R and let J0(f0) = f0, f0 ∈ R. Hereafter, we shall refer

to the set of functionals of the form Jn(f) as the n-chaos. The multiple stochastic integrals

satisfy the isometry formula

E[Jn(fn)Jm(gm)] = 11{n=m}n!〈fn, gm〉`2s(∆n),

fn ∈ `2
s(∆n), gm ∈ `2

s(∆m), cf. e.g. Proposition 1.3.2 of [19].

The finite difference operator acts on multiple stochastic integrals as follows:

DkJn(fn) = nJn−1(fn(∗, k)11∆n(∗, k)) = nJn−1(fn(∗, k)), (2.2)

k ∈ N, fn ∈ `2
s(∆n). Due to the chaos representation property any square integrable F

may be represented as F =
∑

n≥0 Jn(fn), fn ∈ `2
s(∆n), and so the L2 domain of D may be

rewritten as

Dom(D) =

{
F =

∑
n≥0

Jn(fn) :
∑
n≥1

nn!‖fn‖2
`2(N)⊗n <∞

}
.
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Next we present a chain rule for the finite difference operator that extends Proposition 2.14

in [14] from the symmetric to the non-symmetric case. This chain rule will be used later on

for the normal approximation. In the following we write F±k in place of F (ωk±).

Proposition 2.1 Let F ∈ Dom(D) and f : R → R be thrice differentiable with bounded

third derivative. Assume moreover that f(F ) ∈ Dom(D). Then, for any integer k ≥ 0 there

exists a random variable RF
k such that

Dkf(F ) = f ′(F )DkF −
|DkF |2

4
√
pkqk

(f ′′(F+
k ) + f ′′(F−k ))Xk +RF

k , a.s. (2.3)

where

|RF
k | ≤

5

3!
‖f ′′′‖∞

|DkF |3

pkqk
, a.s. (2.4)

Proof. By a standard Taylor expansion we have

Dkf(F ) =
√
pkqk(f(F+

k )− f(F−k )) =
√
pkqk(f(F+

k )− f(F ))−√pkqk(f(F−k )− f(F ))

=
√
pkqkf

′(F )(F+
k − F ) +

√
pkqk

2
f ′′(F )(F+

k − F )2 +R+
k

−√pkqkf ′(F )(F−k − F )−
√
pkqk

2
f ′′(F )(F−k − F )2 +R−k

= f ′(F )DkF +

√
pkqk

2
f ′′(F )[(F+

k − F )2 − (F−k − F )2] +R+
k +R−k , (2.5)

where

|R±k | ≤
√
pkqk

3!
‖f ′′′‖∞|F±k − F |

3. (2.6)

By the mean value theorem we find

f ′′(F ) =
f ′′(F+

k ) + f ′′(F−k )

2
+
f
′′
(F )− f ′′(F+

k ) + f
′′
(F )− f ′′(F−k )

2

=
f ′′(F+

k ) + f ′′(F−k )

2
+R

′

k,

where

|R′k| ≤
‖f ′′′‖∞

2
(|F+

k − F |+ |F
−
k − F |).

Substituting this into (2.5) we get

Dkf(F ) = f ′(F )DkF +

√
pkqk

4
(f ′′(F+

k ) + f ′′(F−k ))[(F+
k − F )2 − (F−k − F )2] +R+

k +R−k +R∗k,

(2.7)

where

|R∗k| ≤
√
pkqk

4
‖f ′′′‖∞(|F+

k − F |+ |F
−
k − F |)(|F

+
k − F |

2 − |F−k − F |
2)
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≤
√
pkqk

4
‖f ′′′‖∞(|F+

k − F |+ |F
−
k − F |)|F

+
k − F |

2. (2.8)

Note that

F+
k − F = (F+

k − F )11{Xk=−1} + (F+
k − F )11{Xk=1} = (F+

k − F )11{Xk=−1}

= (F+
k − F

−
k )11{Xk=−1}, (2.9)

and similarly,

F−k − F = −(F+
k − F

−
k )11{Xk=1}. (2.10)

Therefore we have |F±k − F | ≤ |DkF |/
√
pkqk, and combining this with (2.6) and (2.8) we

find

|R±k | ≤
‖f ′′′‖∞
3!pkqk

|DkF |3, |R∗k| ≤
‖f ′′′‖∞
2pkqk

|DkF |3. (2.11)

By (2.9) and (2.10) we also have

(F+
k − F )2 = (F+

k − F
−
k )211{Xk=−1} and (F−k − F )2 = (F+

k − F
−
k )211{Xk=1},

therefore

(F+
k − F )2 − (F−k − F )2 = (F+

k − F
−
k )2(11{Xk=−1} − 11{Xk=1})

= −(F+
k − F

−
k )2Xk = −|DkF |2

pkqk
Xk.

The claim follows substituting this expression into (2.7) and by using (2.11) to estimate the

remainder. �

Now we present a chain rule for the finite difference operator, which is suitable for integer-

valued functionals. This chain rule will be used later on for the Poisson approximation.

Given a function f : N→ R we define the operators

∆f(k) := f(k + 1)− f(k), ∆2f := ∆(∆f).

Proposition 2.2 Let F ∈ Dom(D) be an N-valued random variable. Then, for any f : N→
R so that f(F ) ∈ Dom(D), we have

Dkf(F ) = ∆f(F )DkF +RF
k , (2.12)

where

|RF
k | ≤

‖∆2f‖∞
2

(∣∣∣ DkF√
pkqk

11{Xk=−1}

(
DkF√
pkqk

− 1

) ∣∣∣+
∣∣∣ DkF√
pkqk

11{Xk=1}

(
DkF√
pkqk

+ 1

) ∣∣∣).
(2.13)
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Proof. As shown in the proof of Theorem 3.1 in [15], for any f : N→ R and any k, a ∈ N,

|f(k)− f(a)−∆f(a)(k − a)| ≤ ‖∆
2f‖∞
2

|(k − a)(k − a− 1)|. (2.14)

Therefore, taking first k = F+
k , a = F and then k = F−k , a = F , we deduce

Dkf(F ) =
√
pkqk(f(F+

k )− f(F ))−√pkqk(f(F−k )− f(F ))

=
√
pkqk∆f(F )(F+

k − F ) +R
(1)
k +

√
pkqk∆f(F )(F−k − F ) +R

(2)
k ,

where by (2.14), setting RF
k := R

(1)
k +R

(2)
k , we have

|RF
k | ≤

‖∆2f‖∞
2

(|(F+
k − F )(F+

k − F − 1)|+ |(F−k − F )(F−k − F − 1)|).

The claim follows from (2.9) and (2.10). �

Next we give two alternative covariance representation formulas. Let (Fn)n≥−1 be the filtra-

tion defined by

F−1 = {∅,Ω}, Fn = σ{X0, . . . , Xn}, n ≥ 0.

By Proposition 1.10.1 of [19], for any F,G ∈ Dom(D) with F centered we have the Clark-

Ocone covariance representation formula

Cov(F,G) = E[FG] = E

[∑
k≥0

E[DkF | Fk−1]DkG

]
. (2.15)

The second covariance representation formula involves the inverse of the Ornstein-Uhlenbeck

operator. The domain Dom(L) of the Ornstein-Uhlenbeck operator L : L2(Ω) → L2
0(Ω),

where L2
0(Ω) denotes the subspace of L2(Ω) composed of centered random variables, is given

by

Dom(L) =

{
F =

∑
n≥0

Jn(fn) :
∑
n≥1

n2 n!‖fn‖2
`2(N)⊗n <∞

}

and, for any F ∈ Dom(L),

LF = −
∞∑
n=1

nJn(fn).

The inverse of L, denoted by L−1, is defined on L2
0(Ω) by

L−1F = −
∞∑
n=1

1

n
Jn(fn),
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with the convention L−1F = L−1(F − E[F ]) in case F is not centered, as in e.g. [15]. Using

this convention, for any F,G ∈ Dom(D) we have

Cov(F,G) = E[G(F − E[F ])] = E
[
〈DG,−DL−1F 〉`2(N)

]
, (2.16)

cf. Lemma 2.12 of [14] in the symmetric case. For the sake of completeness, we provide an

alternative expression for the covariance representation formula (2.16). Let (Pt)t≥0 be the

semigroup associated to the Ornstein-Uhlenbeck operator L (we refer the reader to Section 10

of [18] for the details). Then

PtJn(fn) = e−ntJn(fn), n ≥ 1,

and so for any F =
∑∞

n=0 Jn(fn) ∈ Dom(D) one has∫ ∞
0

e−tPtDkF dt =
∞∑
n=1

n

∫ ∞
0

e−tPtJn−1(fn(∗, k)) dt

=
∑
n≥1

n

∫ ∞
0

e−te−(n−1)tJn−1(fn(∗, k)) dt

=
∞∑
n=1

Jn−1(fn(∗, k))

= −DkL
−1F.

Consequently, the covariance representation (2.16) may be rewritten as

Cov(F,G) = E[G(F − E[F ])] = E

[
∞∑
k=0

∫ ∞
0

e−tDkGPtDkF dt

]
,

for any F,G ∈ Dom(D), cf. Proposition 1.10.2 of [19].

3 Normal approximation of Bernoulli functionals

In this section we present two different upper bounds for the quantity |E[h(F )] − E[h(Z)]|,
h ∈ C2

b . The first one is obtained by using the covariance representation formula (2.15),

while the second one, obtained by using the covariance representation formula (2.16), is a

strict extension of the bound given in Theorem 3.1 of [14].

Before proceeding further we recall some necessary background on the Stein method for

the normal approximation and refer to [1], [10], [24], [25] and to [14] for more insight into

this technique.
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Stein’s method for normal approximation

Let Z be a standard N(0, 1) normal random variable and consider the so-called Stein’s

equation associated with h : R→ R:

h(x)− E[h(Z)] = f ′(x)− xf(x), x ∈ R.

We refer to part (ii) of Lemma 2.15 in [14] for the following lemma. More precisely, the

estimates on the first and second derivative are proved in Lemma II.3 of [25], the estimate

of the third derivative is proved in Theorem 1.1 of [6] and the alternative estimate on the

first derivative may be found in [1] and [10].

Lemma 3.1 If h ∈ C2
b , then the Stein equation has a solution fh which is thrice differentiable

and such that ‖f ′h‖∞ ≤ 4‖h‖∞, ‖f ′′h‖∞ ≤ 2‖h′‖∞ and ‖f ′′′h ‖∞ ≤ 2‖h′′‖∞. We also have

‖f ′h‖∞ ≤ ‖h′′‖∞.

Combining the Stein equation with this lemma, for a generic square integrable and centered

random variable F we have

|E[h(F )]− E[h(Z)]| = |E[f ′h(F )− Ffh(F )]|. (3.1)

Let (Fn)n≥1 be a sequence of square integrable and centered random variables. If

|E[h(Fn)]− E[h(Z)]| → 0, h ∈ C2
b

then (Fn)n≥1 converges to Z in distribution as n tends to infinity, and so an upper bound

for the right-hand side of (3.1) may provide informations about this normal approximation.

The results of Sections 3.1 and 3.2 below are given in terms of bounds for |E[h(F )]−E[h(Z)]|,
for test functions in C2

b , and they are applied in Section 3.3 to derive bounds for the Fortet-

Mourier distance between the laws of two random variables X and Y , which is defined by

dFM(X, Y ) = sup
h∈FM

|E[h(X)]− E[h(Y )]|, (3.2)

where FM is the class of functions h such that ‖h‖BL = ‖h‖L + ‖h‖∞ ≤ 1, where ‖ · ‖L
denotes the standard Lipschitz semi-norm. Clearly, any h ∈ FM is Lipschitz with Lipschitz

constant less than or equal to 1 and so it is Lebesgue a.e. differentiable and ‖h′‖∞ ≤ 1. One

can also shows that dFM metrizes the convergence in distribution, see e.g. Chapter 11 in [7].
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3.1 Clark-Ocone bound

Theorem 3.2 Let F ∈ Dom(D) be a centered random variable and assume that

B1 : = E

[∣∣∣1−∑
k≥0

E[DkF | Fk−1]DkF
∣∣∣] ,

B2 : =
∑
k≥0

|1− 2pk|√
pkqk

E[|E[DkF | Fk−1]||DkF |2], (3.3)

B3 : =
5

3

∑
k≥0

1

pkqk
E[|E[DkF | Fk−1]||DkF |3] (3.4)

are finite. Then we have

|E[h(F )]− E[h(Z)]| ≤ B1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞B2 + ‖h′′‖∞B3 (3.5)

for all h ∈ C2
b .

Proof. Since the first derivative of fh is bounded we have that fh is Lipschitz. So fh(F ) ∈
L2(Ω) and

|Dkfh(F )| = √pkqk|fh(F+
k )− fh(F−k )| ≤ ‖f ′h‖∞|DkF |.

Consequently we have

E[‖Dfh(F )‖2
`2(N)] ≤ ‖f

′

h‖∞E[‖DF‖2
`2(N)]

and fh(F ) ∈ Dom(D). Since F is centered, by the covariance representation (2.15) and the

chain rule of Proposition 2.1 we have

E[Ffh(F )] = E

[∑
k≥0

E[DkF | Fk−1]Dkfh(F )

]

= E

[∑
k≥0

E[DkF | Fk−1]DkFf
′
h(F )

]
− E

[∑
k≥0

E[DkF | Fk−1]
|DkF |2

4
√
pkqk

(f
′′

h (F+
k ) + f

′′

h (F−k ))Xk

]

+E

[∑
k≥0

E[DkF | Fk−1]RF
k (h)

]
. (3.6)

Note that the three expectations in (3.6) are finite. The first one since DF ∈ L2(Ω×N) and

f ′h is bounded, indeed by Jensen’s inequality

E

[∣∣∣∑
k≥0

E[DkF | Fk−1]DkFf
′
h(F )

∣∣∣] ≤ 4‖h‖∞E

[∑
k≥0

E[|DkF | | Fk−1]|DkF |

]
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= 4‖h‖∞E

[∑
k≥0

E[E[|DkF | | Fk−1]|DkF | | Fk−1]

]

= 4‖h‖∞E

[∑
k≥0

E[E[|DkF | | Fk−1]2]

]

≤ 4‖h‖∞E

[∑
k≥0

E[E[|DkF |2 | Fk−1]

]
= 4‖h‖∞

∑
k≥0

E[|DkF |2] <∞;

the second relation follows from the boundedness of f ′′h and (3.3), while the third one follows

from (2.4) and (3.4). The random variables E[DkF | Fk−1], DkF , F±k are independent

of Xk (the first one because it is Fk−1-measurable and the random variables (Xk)k∈N are

independent, the others by their definition). Therefore, the equality (3.6) reduces to

E[Ffh(F )] = E

[
f ′h(F )

∑
k≥0

E[DkF | Fk−1]DkF

]
(3.7)

+
∑
k≥0

1− 2pk
4
√
pkqk

E[E[DkF | Fk−1]|DkF |2(f
′′

h (F+
k ) + f

′′

h (F−k ))]

+ E

[∑
k≥0

E[DkF | Fk−1]RF
k (h)

]
. (3.8)

Inserting this expression into the right-hand side of (3.1) we deduce

|E[h(F )]− E[h(Z)]| ≤ B1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞B2 (3.9)

+E

[∑
k≥0

|E[DkF | Fk−1]||RF
k (h)|

]
, (3.10)

where to get the term (3.9) we used the inequalities ‖f ′h‖∞ ≤ min{4‖h‖∞, ‖h′′‖∞} and

‖f ′′h‖∞ ≤ 2‖h′‖∞ (see Lemma 3.1). Using (2.4) one may easily see that the term in (3.10) is

bounded above by ‖h′′‖∞B3. The proof is complete. �

Corollary 3.3 Let F ∈ Dom(D) be a centered random variable and assume that

B1 : = |1− ‖F‖2
L2(Ω)|+ ‖〈D·F,E[D·F | F·−1]〉`2(N) − E[〈D·F,E[D·F | F·−1]〉`2(N)]‖L2(Ω),

B2 : =
∑
k≥0

|1− 2pk|√
pkqk

‖DkF‖L2(Ω)

√
E[|DkF |4], (3.11)

12



B3 : =
5

3

∑
k≥0

1

pkqk
E[|DkF |4]

are finite. Then (3.5) holds for all h ∈ C2
b .

Proof. By the Cauchy-Schwarz and the triangular inequalities we have

E

[∣∣∣1−∑
k≥0

E[DkF | Fk−1]DkF
∣∣∣] ≤ ∥∥∥1−

∑
k≥0

E[DkF | Fk−1]DkF
∥∥∥
L2(Ω)

≤ |1− ‖F‖2
L2(Ω)|+ ‖〈D·F,E[D·F | F·−1]〉`2(N) − ‖F‖2

L2(Ω)‖L2(Ω).

By the Clark-Ocone formula (2.15) we have

E[〈D·F,E[D·F | F·−1]〉`2(N)] = E

[
∞∑
k=0

DkF E[DkF |Fk−1]

]
= ‖F‖2

L2(Ω).

Therefore

E

[∣∣∣1−∑
k≥0

E[DkF | Fk−1]DkF
∣∣∣] ≤ B1.

By the Cauchy-Schwarz and Jensen inequalities we have

E[|E[DkF | Fk−1]||DkF |2] ≤
√

E[|E[DkF | Fk−1]|2]
√

E[|DkF |4]

≤
√

E[E[|DkF |2 | Fk−1]]
√

E[|DkF |4]

=
√

E[|DkF |2]
√

E[|DkF |4],

and

E[|E[DkF | Fk−1]||DkF |3] =
√

E[|E[DkF | Fk−1]|2|DkF |2]
√

E[|DkF |4]

≤
√

E[E[|DkF |2 | Fk−1]|DkF |2]
√

E[|DkF |4]

≤
√

E[|DkF |4]×
√

E[|DkF |4] = E[|DkF |4].

The claim follows from Theorem 3.2. �

3.2 Semigroup bound

Theorem 3.4 Let F ∈ Dom(D) be a centered random variable and let

C1 : = E
[∣∣∣1− 〈DF,−DL−1F 〉`2(N)

∣∣∣] ,
13



C2 : =
∑
k≥0

|1− 2pk|√
pkqk

E[|DkL
−1F ||DkF |2], (3.12)

C3 : =
5

3

∑
k≥0

1

pkqk
E[|DkL

−1F ||DkF |3] (3.13)

be finite. Then for all h ∈ C2
b we have

|E[h(F )]− E[h(Z)]| ≤ C1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞C2 + ‖h′′‖∞C3. (3.14)

Proof. Although the proof is similar to that of Theorem 3.2, we give the details since some

points need a different justification. As in the proof of Theorem 3.2 one has fh(F ) ∈ Dom(D).

Since F is centered, by the covariance representation (2.16) and the chain rule of Proposition

2.1 we have

E[Ffh(F )] = −E

[∑
k≥0

Dkfh(F )DkL
−1F

]

= −E

[∑
k≥0

DkFf
′
h(F )DkL

−1F

]
+ E

[∑
k≥0

Xk
|DkF |2

4
√
pkqk

(f
′′

h (F+
k ) + f

′′

h (F−k ))DkL
−1F

]

−E

[∑
k≥0

DkL
−1FRF

k (h)

]
. (3.15)

Note that the three expectations in (3.15) are finite. The first one since DF ∈ L2(Ω × N)

and f ′h is bounded, indeed

E

[∣∣∣∑
k≥0

−DkL
−1FDkFf

′
h(F )

∣∣∣] ≤ 4‖h‖∞E

[∑
k≥0

|DkL
−1F ||DkF |

]

≤ 4‖h‖∞

(
E
∑
k≥0

|DkL
−1F |2

)1/2(
E
∑
k≥0

|DkF |2
)1/2

= 4‖h‖∞
(

E‖DL−1F‖2
`2(N)

)1/2 (
E‖DF‖2

`2(N)

)1/2

≤ 4‖h‖∞E[‖DF‖2
`2(N)] <∞,

where for the latter inequality we used the relation

E[‖DL−1F‖2
`2(N)] ≤ E[‖DF‖2

`2(N)]

(see Lemma 2.13(3) in [14]); the second one due to the boundedness of f ′′h and (3.12); the

third one due to (2.4) and (3.13). By Lemma 2.13 in [14] we have that the random variables

14



DkL
−1F , DkF and F±k are independent of Xk. Therefore, the equality (3.15) reduces to

E[Ffh(F )] = −E

[∑
k≥0

f ′h(F )DkFDkL
−1F

]
+
∑
k≥0

1− 2pk
4
√
pkqk

E[|DkF |2(f ′′(F+
k ) + f ′′(F−k ))DkL

−1F ]

− E

[∑
k≥0

RF
k (h)DkL

−1F

]
. (3.16)

Inserting this expression into the right-hand side of (3.1) we deduce

|E[h(F )]− E[h(Z)]| ≤ C1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞C2 (3.17)

+ E

[∑
k≥0

|DkL
−1F ||RF

k (h)|

]
, (3.18)

where to get the term (3.17) we used the inequalities ‖f ′h‖∞ ≤ min{4‖h‖∞, ‖h′′‖∞} and

‖f ′′h‖∞ ≤ 2‖h′‖∞ (see Lemma 3.1). Using (2.4) one may easily see that the term in (3.18) is

bounded above by ‖h′′‖∞C3. The proof is complete. �

Note that, formally, the upper bound (3.5) may be obtained by (3.14) substituting the term

−DkL
−1F in the definitions of C1, C2, C3, with E[DkF | Fk−1], and vice versa.

Corollary 3.5 Let F ∈ Dom(D) be a centered random variable and let

C1 : = |1− ‖F‖2
L2(Ω)|+ ‖〈D·F,−D·L−1F 〉`2(N) − E[〈D·F,−D·L−1F 〉`2(N)]‖L2(Ω),

C2 : = B2, where B2 is defined by (3.11)

and C3 defined by (3.13) be finite. Then (3.14) holds for all h ∈ C2
b .

Proof. By the Cauchy-Schwarz and the triangular inequalities we have

E
[∣∣∣1− 〈D·F,−D·L−1F 〉`2(N)

∣∣∣] ≤ ∥∥∥1− 〈D·F,−D·L−1F 〉`2(N)

∥∥∥
L2(Ω)

≤ |1− ‖F‖2
L2(Ω)|+ ‖〈D·F,−D·L−1F 〉`2(N) − ‖F‖2

L2(Ω)‖L2(Ω).

By the covariance representation formula (2.16) we have

E[〈D·F,−D·L−1F 〉`2(N)] = ‖F‖2
L2(Ω).

Therefore

E
[∣∣∣1− 〈D·F,−D·L−1F 〉`2(N)

∣∣∣] ≤ C1.

15



Let F ∈ Dom(D) be of the form

F =
∑
n≥0

Jn(fn), fn ∈ `2
s(∆n).

Then

−DkL
−1F =

∑
n≥1

Jn−1(fn(∗, k)) and DkF =
∑
n≥1

nJn−1(fn(∗, k)).

So, by the isometry formula, we have

E[|DkL
−1F |2] = E

[∣∣∣∑
n≥1

Jn−1(fn(∗, k))
∣∣∣2]

=
∑
n≥1

E[|Jn−1(fn(∗, k))|2]

=
∑
n≥1

(n− 1)!‖fn(∗, k)‖2
`2(N)⊗(n−1)

and

E[|DkF |2] = E

[∣∣∣∑
n≥1

nJn−1(fn(∗, k))
∣∣∣2]

=
∑
n≥1

n2E[|Jn−1(fn(∗, k))|2]

=
∑
n≥1

n2(n− 1)!‖fn(∗, k)‖2
`2(N)⊗(n−1) .

So

E[|DkL
−1F |2] ≤ E[|DkF |2] (3.19)

and by the Cauchy-Schwarz inequality, we deduce

E[|DkL
−1F ||DkF |2] ≤

√
E[|DkL−1F |2]

√
E[|DkF |4]

≤
√

E[|DkF |2]
√

E[|DkF |4].

The claim follows from Theorem 3.4. �

3.3 Fortet-Mourier distance

In this section we provide bounds in the Fortet-Mourier distance (3.2).
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Theorem 3.6 Let F ∈ Dom(D) be centered. We have:

(i) If (3.5) holds for any h ∈ C2
b and B1 +B3 ≤ (5 + E[|F |])/4, then

dFM(F,Z) ≤
√

2(B1 +B3)(5 + E[|F |]) +B2. (3.20)

(ii) If (3.14) holds for any h ∈ C2
b and C1 + C3 ≤ (5 + E[|F |])/4, then

dFM(F,Z) ≤
√

2(C1 + C3)(5 + E[|F |]) + C2. (3.21)

Proof. We only give the details for the proof of (3.20). The inequality (3.21) can be proved

similarly. Take h ∈ FM and define

ht(x) =

∫
R
h(
√
ty +

√
1− tx)φ(y) dy, t ∈ [0, 1],

where φ is the density of the standard N(0, 1) normal random variable Z. As in the proof

of Corollary 3.6 in [14], for 0 < t ≤ 1/2, one has ht ∈ C2
b and the bounds

‖h′′t ‖∞ ≤ 1/
√
t, (3.22)

and

|E[h(F )]− E[ht(F )]| ≤
√
t

(
1 +

E[|F |]
2

)
, |E[h(Z)]− E[ht(Z)]| ≤ 3

2

√
t.

So

|E[h(F )]− E[h(Z)]| = |(E[h(F )]− E[ht(F )]) + (E[ht(F )]− E[ht(Z)]) + (E[ht(Z)]− E[h(Z)])|

≤ |E[h(F )]− E[ht(F )]|+ |E[ht(F )]− E[ht(Z)]|+ |E[ht(Z)]− E[h(Z)]|

≤
√
t

(
1 +

E[|F |]
2

)
+B1 min{4‖ht‖∞, ‖h′′t ‖∞}+ ‖h′t‖∞B2 + ‖h′′t ‖∞B3 +

3

2

√
t

≤
√
t

(
5 + E[|F |]

2

)
+
B1 +B3√

t
+B2, (3.23)

where in the latter inequality we used (3.22) and that ‖h′t‖∞ ≤ 1, for all t. Minimizing

in t ∈ (0, 1/2] the term in (3.23), we have that the optimal is attained at t∗ = 2(B1 +

B3)/(5 + E[|F |]) ∈ (0, 1/2]. The conclusion follows substituting t∗ in (3.23) and then taking

the supremum over all the h ∈ FM. �

4 First chaos bound for the normal approximation

In this section we specialize the results of Section 3 to first order discrete stochastic integrals.

As we shall see, the bounds (3.5) and (3.14) (and the corresponding assumptions) coincide

on the first chaos, although they differ on n-chaoses, n ≥ 2.
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Corollary 4.1 Assume that α = (αk)k≥0 is in `2(N),∑
k≥0

|1− 2pk|√
pkqk

|αk|3 <∞ and
∑
k≥0

1

pkqk
|αk|4 <∞. (4.1)

Then for the first chaos

F = J1(α) =
∑
k≥0

αkYk

the bound (3.5) (which in this case coincides with the bound (3.14)) holds with

B1 = C1 =
∣∣∣1−∑

k≥0

|αk|2
∣∣∣, B2 = C2 =

∑
k≥0

|1− 2pk|√
pkqk

|αk|3,

and

B3 = C3 =
5

3

∑
k≥0

1

pkqk
|αk|4.

Proof. Since α ∈ `2(N) we have that F ∈ L2(Ω). Moreover F is centered, and since

DkF = αk
√
pkqk

(
qk − pk + 1

2
√
pkqk

− qk − pk − 1

2
√
pkqk

)
= αk,

we have F ∈ Dom(D). The finiteness of the corresponding quantities B1, B2 and B3 is

guaranteed by α ∈ `2(N) and (4.1). The claim follows from e.g. Theorem 3.2. �

Example

Consider the sequence of functionals (Fn)n≥1 defined by

Fn =
1√
n

n−1∑
k=0

Yk.

Setting

αk =
1√
n
, k = 0, . . . , n− 1, and αk = 0, k ≥ n,

we have B1 = 0 and

B2 =
1

n3/2

n−1∑
k=0

|1− 2pk|√
pkqk

and B3 =
5

3n2

n−1∑
k=0

1

pkqk
.

In the symmetric case pk = qk = 1/2 we find B2 = 0 and the bound is of order 1/n, implying

a faster rate than in the classical Berry-Esséen estimate (however here we are using C2
b test

functions; cf. the comment after Corollary 3.3 in [14]).
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In the non-symmetric case pk = p and qk = q, p 6= q, the bound is of order n−1/2 as in the

classical Berry-Esséen estimate. Indeed we have

B2 = B
(n)
2 =

1√
n

|1− 2p|√
p(1− p)

and B3 = B
(n)
3 =

5

3n

1

p(1− p)

hence the inequality B1 +B3 ≤ (5 + E[|Fn|])/4 of Theorem 3.6 reads

5

3p(1− p)
1√
n
≤ 5

4

√
n+ 4−1E

[∣∣∣n( 1− 2p

2
√
p(1− p)

)
+

n−1∑
k=0

Xk

∣∣∣] ,
which holds if e.g. n ≥ 4

3p(1−p) . Consequently, by (3.20) it follows that for any n ≥ 4
3p(1−p)

we have

dFM(Fn, Z) ≤
√

2B
(n)
3 (5 + E[|Fn|]) +B

(n)
2

=

√√√√ 50

3p(1− p)
1

n
+

10

3p(1− p)
1

n
E

[∣∣∣ 1√
n

n−1∑
k=0

(
1− 2p+Xk

2
√
p(1− p)

)∣∣∣]+
|1− 2p|√
p(1− p)

1√
n

≤

√√√√ 50

3p(1− p)
1

n
+

10

3p(1− p)
1

n
E

[∣∣∣ 1√
n

n−1∑
k=0

(
1− 2p+Xk

2
√
p(1− p)

)∣∣∣2]1/2

+
|1− 2p|√
p(1− p)

1√
n
.

A straightforward computation gives

E

[∣∣∣ 1√
n

n−1∑
k=0

(
1− 2p+Xk

2
√
p(1− p)

)∣∣∣2] = 1,

hence

dFM(Fn, Z) ≤ 1√
n
K1(p), n ≥ 4

3p(1− p)
(4.2)

where

K1(p) :=
2
√

5 + |1− 2p|√
p(1− p)

In the general case, if

an :=
1

n3/2

n−1∑
k=0

|1− 2pk|√
pkqk

→ 0 and bn :=
1

n2

n−1∑
k=0

1

pkqk
→ 0, as n→∞, (4.3)

then Fn → Z in distribution, and the rate depends on the rate of convergence to zero of the

sequences (an)n≥1 and (bn)n≥1. For instance, if pk = (k + 2)−α, 0 < α < 1, k ≥ 0, we have

pkqk ≥ (n+ 1)−α(1− (1/2)α), k = 0, . . . , n− 1. Consequently we have

1

n3/2

n−1∑
k=0

|1− 2pk|√
pkqk

≤ (1− (1/2)α)−1/2 (n+ 1)α/2

n3/2

n−1∑
k=0

|1− 2pk|
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≤ 1 + 2−(α−1)

(1− (1/2)α)1/2

(n+ 1)α/2

n1/2
,

and

1

n2

n−1∑
k=0

1

pkqk
≤ (1− (1/2)α)−1n−1(n+ 1)α,

which yields a bound of order n−(1−α)/2.

Finally we note that the bound (4.2) in the non-symmetric case pk = p and qk = q, p 6= q, is

consistent with the bound on the Wasserstein distance between Fn and Z provided by The-

orem 2.2 in [4]. Indeed, letting dW denote the Wasserstein distance and Y ′1 an independent

copy of Y1, a simple computation shows that

dFM(Fn, Z) ≤ dW (Fn, Z) (4.4)

≤ 1

2
√
n

(√
E[|Y1 − Y ′1 |4]− (E[|Y1 − Y ′1 |2])2 + E[|Y1|3]

)
=

1

2
√
n

(√
E[|Y1 − Y ′1 |4]− 4 + E[|Y1|3]

)
=

1√
n
K2(p), (4.5)

where

K2(p) :=
1

2

√
1

p2(1− p)
− 4 +

1 + 2|1− 2p|
4
√
p(1− p)

since we have

E[|Y1|3] ≤ 1 + 2|1− 2p|
2
√
p(1− p)

and E[|Y1 − Y ′1 |4] =
1

p2(1− p)
.

We note that when e.g. p is small it holds K2(p) > K1(p).

Application to determinantal processes

Let E be a locally compact Hausdorff space with countable basis and B(E) the Borel σ-field.

We fix a Radon measure λ on (E,B(E)). The configuration space ΓE is the family of non-

negative N-valued Radon measures on E. We equip ΓE with the topology which is generated

by the functions ΓE 3 ξ 7−→ ξ(A) ∈ N, A ∈ B(E), where ξ(A) denotes the number of points

of ξ in A. The existence and uniqueness of a determinantal process with Hermitian kernel

K is due to Macchi [12] and Soshnikov [22] and can be summarized as follows (we refer the

reader to [3] for notions of functional analysis).
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Theorem 4.2 Let K be a self-adjoint integral operator on L2(E, λ) with kernel K. Suppose

that the spectrum of K is contained in [0, 1] and that K is locally of trace-class, i.e. for any

relatively compact Λ ⊂ E, KΛ = PΛKPΛ is of trace-class (here PΛf = f11Λ is the orthogonal

projection.) Then there exists a unique probability measure µK on ΓE with n-th correlation

measure

λn(dx1, . . . , dxn) = det(K(xi, xj))1≤i,j≤nλ(dx1) . . . λ(dxn),

where det(K(xi, xj))1≤i,j≤n is the determinant of the n× n matrix with ij-entry K(xi, xj).

The probability measure µK is called determinantal process with kernel K.

Given a relatively compact set Λ ⊂ E, we focus on the random variable ξ(Λ) and recall

the following basic result (see e.g. Proposition 2.2 in [21]).

Theorem 4.3 Let K be as in the statement of Theorem 4.2 and denote by κk ∈ [0, 1], k ≥ 0,

the eigenvalues of KΛ. Under µK the random variable ξ(Λ) has the same distribution of∑
k≥0 Zk, where Z0, Z1, . . . are independent random variables such that Zk obeys the Bernoulli

distribution with mean κk, i.e.

Zn =
Xn + 1

2
∈ {0, 1}, n ∈ N

where the X’s take values on {−1, 1} and are independent with P (Xn = 1) = κn.

The central limit theorem for the number of points on a relatively compact set of a determi-

nantal process may be obtained in different manners, see [5], [21] and [23]. In the following

we provide an alternate derivation which gives the rate of the normal approximation.

Corollary 4.4 Let K be as in the statement of Theorem 4.2 and (Λn)n≥0 ⊂ E be an in-

creasing sequence of relatively compact sets such that

VarµK (ξ(Λn)) =
∑
k≥0

κ
(n)
k (1− κ(n)

k )→∞, as n→∞

where κ
(n)
k ∈ [0, 1], k ≥ 0, are the eigenvalues of KΛn, n ≥ 0. Setting

Fn =
ξ(Λn)− EµK [ξ(Λn)]√

VarµK (ξ(Λn))
,

for any h ∈ C2
b , we have

|EµK [h(Fn)]− E[h(Z)]| ≤ ‖h′‖∞B(n)
2 + ‖h′′‖∞B(n)

3 , n ≥ 0
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where

B
(n)
2 =

∑
k≥0 κ

(n)
k (1− κ(n)

k )|1− 2κ
(n)
k |(∑

k≥0 κ
(n)
k (1− κ(n)

k )
)3/2

≤ 1(∑
k≥0 κ

(n)
k (1− κ(n)

k )
)1/2

and

B
(n)
3 =

5

3

1∑
k≥0 κ

(n)
k (1− κ(n)

k )
.

So we have a bound of order [VarµK (ξ(Λn))]−1/2.

Proof. For n ≥ 0, let (Z
(n)
k )k≥0 be a sequence of independent {0, 1}-valued random variables

with Z
(n)
k ∼ Be(κ

(n)
k ) and (Y

(n)
k )k≥0 defined by

Y
(n)
k =

Z
(n)
k − κ

(n)
k√

κ
(n)
k (1− κ(n)

k )
.

By Theorem 4.3 we have

ξ(Λn)
d
=
∑
k≥0

Z
(n)
k =

∑
k≥0

√
κ

(n)
k (1− κ(n)

k )Y
(n)
k +

∑
k≥0

κ
(n)
k ,

where
d
= denotes the equality in distribution. Then

Fn =
ξ(Λn)− EµK [ξ(Λn)]√

VarµK (ξ(Λn))

d
=
∑
k≥0

α
(n)
k Y

(n)
k ,

where

α
(n)
k =

√
κ

(n)
k (1− κ(n)

k )√∑
k≥0 κ

(n)
k (1− κ(n)

k )
.

We are going to apply Corollary 4.1. Clearly, for any n ≥ 0, the sequence (α
(n)
k )k≥0 is in

`2(N). Moreover, for any n ≥ 0,

∑
k≥0

|α(n)
k |3√

κ
(n)
k (1− κ(n)

k )
=

1√
VarµK (ξ(Λn))

<∞

and ∑
k≥0

|α(n)
k |4

κ
(n)
k (1− κ(n)

k )
=

1

VarµK (ξ(Λn))
<∞.

So condition (4.1) is satisfied. Moreover, a straightforward computation gives B1 = B
(n)
1 = 0,

B2 = B
(n)
2 and B3 = B

(n)
3 , and the proof is completed. �

22



Example

Let E = C and λ the standard complex Gaussian measure on C, i.e.

λ(dz) =
1

π
e−|z|

2

dz,

where dz is the Lebesgue measure on C. The Ginibre process µexp is the determinantal

process with exponential kernel K(z, w) = e−zw, where z is the complex conjugate of z ∈ C.

Let b(O, n) be the complex ball centered at the origin with radius n. By Theorem 1.3 in [21]

we have

Varµexp(ξ(b(O, n))) =
n

π

∫ 4n2

0

(1− x/(4n2))1/2x−1/2e−x dx

∼ n√
π
, as n→∞.

So for the Ginibre process Corollary 4.4 provides a bound of order n−1/2.

5 nth chaos bounds for the normal approximation

In this section we give explicit upper bounds for the constants Bi and Ci, i = 1, 2, 3, in-

volved in (3.5) and (3.14), when F = Jn(fn), fn ∈ `2
s(∆n). Our approach is based on the

multiplication formula (5.3) below, which extends formula (2.11) in [14] (see the discussion

after Proposition 5.1).

Given fn ∈ `2
s(∆n) and gm ∈ `2

s(∆m), the contraction fn ⊗lk gm, 0 ≤ l ≤ k, is defined to

be the function of n+m− k − l variables

fn ⊗lk gm(al+1, . . . , an, bk+1, . . . , bm) := ϕ(al+1) · · ·ϕ(ak)fn ?
l
k gm(al+1, . . . , an, bk+1, . . . , bm),

where

ϕ(n) =
qn − pn
2
√
pnqn

, n ∈ N (5.1)

(cf. the structure equation (2.1)) and

fn ?
l
k gm(al+1, . . . , an, bk+1, . . . , bm) :=

∑
a1,...,al∈N

fn(a1, . . . , an)gm(a1, . . . , ak, bk+1, . . . , bm)

is the contraction considered in [14] for the symmetric case, see p. 1707 therein. By con-

vention, we define ϕ(al+1) · · ·ϕ(ak) = 1 if l = k (even when ϕ ≡ 0). Denote by ˜fn ⊗lk gm,

0 ≤ l ≤ k, the symmetrization of fn ⊗lk gm. Then, we shall consider the contraction

fn ◦lk gm(al+1, . . . , an, bk+1, . . . , bm) :=
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= 11∆n+m−k−l
(al+1, . . . , an, bk+1, . . . , bm) ˜fn ⊗lk gm(al+1, . . . , an, bk+1, . . . , bm). (5.2)

Note that in the symmetric case pn = qn = 1/2 we have fn ⊗kk gm = fn ?
k
k gm. However,

fn ⊗lk gm = 0 if l < k and so fn ?
l
k gm 6= fn ⊗lk gm for l < k. The following multiplication

formula holds.

Proposition 5.1 We have the chaos expansion

Jn(fn)Jm(gm) =

2(n∧m)∑
s=0

Jn+m−s(hn,m,s), (5.3)

provided the functions

hn,m,s :=
∑

s≤2i≤2(s∧n∧m)

i!

(
n

i

)(
m

i

)(
i

s− i

)
fn ◦s−ii gm

belong to `2
s(∆n+m−s), 0 ≤ s ≤ 2(n ∧ m). Here the symbol

∑
s≤2i≤2(s∧n∧m) means that the

sum is taken over all the integers i in the interval [s/2, s ∧ n ∧m].

Since it is not obvious that formula (5.3) extends the product formula (2.11) in [14], it is

worthwhile to explain this point in detail. In the symmetric case pn = qn = 1/2, for any

fn ∈ `2
s(∆n), gm ∈ `2

s(∆m), we have fn ◦s−ii gm = 0 if s < 2i, 0 ≤ s ≤ 2(n ∧m). Therefore,

for any fixed 0 ≤ s ≤ 2(n ∧m) we have hn,m,s = 0 if s/2 is not an integer and

hn,m,s = (s/2)!

(
n

s/2

)(
m

s/2

)
fn ◦s/2s/2 gm,

if s/2 is an integer. Note that if s/2 is an integer, we have

‖fn ◦s/2s/2 gm‖`2s(∆n+m−s) = ‖ ˜
fn ⊗s/2s/2 gm‖`2s(∆n+m−s)

≤ ‖fn ⊗s/2s/2 gm‖`2(∆n+m−s),

where we used the straightforward relation

‖f̃‖`2(N)⊗n ≤ ‖f‖`2(N)⊗n , (5.4)

being f̃ the symmetrization of f . Therefore, by Lemma 2.4(1) in [14] we have fn ◦s/2s/2 gm ∈
`2
s(∆n+m−s), and so hn,m,s ∈ `2

s(∆n+m−s), for any 0 ≤ s ≤ 2(n ∧m). By (5.3) we have

Jn(fn)Jm(gm) =

2(n∧m)∑
s=0

Jn+m−s(hn,m,s)
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=

2(n∧m)∑
s=0

(s/2)!

(
n

s/2

)(
m

s/2

)
Jn+m−s(fn ◦s/2s/2 gm)

=
n∧m∑
r=0

r!

(
n

r

)(
m

r

)
Jn+m−2r(fn ◦rr gm),

which is exactly formula (2.11) in [14].

We conclude this part with the following lemma.

Lemma 5.2 For any fn ∈ `2
s(∆n), gm ∈ `2

s(∆m), we have∑
q≥0

fn(∗, q)⊗lk gm(∗, q) = fn ⊗l+1
k+1 gm.

Proof. Note that

fn(∗, q)⊗lk gm(∗, q)(al+1, . . . , an−1, bk+1, . . . , bm−1)

= ϕ(al+1) . . . ϕ(ak)
∑

a1,...,al∈N

fn(a1, . . . , an−1, q)gm(a1, . . . , ak, bk+1, . . . , bm−1, q),

and so summing up over q ∈ N we deduce∑
q≥0

fn(∗, q)⊗lk gm(∗, q)(al+1, . . . , an−1, bk+1, . . . , bm−1)

= ϕ(al+1) . . . ϕ(ak)
∑

a1,...,al,q∈N

fn(a1, . . . , an−1, q)gm(a1, . . . , ak, bk+1, . . . , bm−1, q)

= ϕ(al+1) . . . ϕ(ak)fn ?
l+1
k+1 gm(al+1, . . . , an−1, bk+1, . . . , bm−1)

= fn ⊗l+1
k+1 gm(al+1, . . . , an−1, bk+1, . . . , bm−1).

�

5.1 Clark-Ocone bound

By e.g. Lemma 4.6 in [18], for the nth-chaos Jn(fn), n ≥ 2, fn ∈ `2
s(∆n), we have

E[Jn(fn) | Fk] = Jn(fn11[0,k]n), k ∈ N.

Therefore

E[DkJn(fn) | Fk−1] = nE[Jn−1(fn(∗, k)) | Fk−1] = nJn−1(fn]k), (5.5)

where

fn]k(∗) := fn(∗, k)11[0,k−1]n−1(∗). (5.6)
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So by the isometric properties of discrete multiple stochastic integrals we have that the

constants Bi of Corollary 3.3 are equal, respectively, to

B̃1 := |1− n!‖fn‖2
`2s(∆n)|+ n2‖〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N)

− E[〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N)]‖L2(Ω), (5.7)

B̃2 : = n3
√

(n− 1)!
∑
k≥0

|1− 2pk|√
pkqk

‖fn(∗, k)‖`2s(∆n−1)

√
E[|Jn−1(fn(∗, k))|4], (5.8)

B̃3 : =
5n4

3

∑
k≥0

1

pkqk
E[|Jn−1(fn(∗, k))|4]. (5.9)

In the proof of the next theorem we show that these constants can be bounded above by

computable quantities.

Theorem 5.3 Let n ≥ 2 be fixed and let fn ∈ `2
s(∆n). Assume that for any k ∈ N the

functions

h
(k)
n−1,n−1,s :=

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
fn(∗, k) ◦s−ii fn]k(∗) (5.10)

and

h̃
(k)
n−1,n−1,s :=

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
fn(∗, k) ◦s−ii fn(∗, k) (5.11)

belong to `2
s(∆2n−2−s), 0 ≤ s ≤ 2n− 2, and that

B1 := |1− n!‖fn‖2
`2s(∆n)|

+ n2

(
2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)
∑
k≥0

‖fn(∗, k)⊗s−i1i1
fn]k(∗)‖`2(∆2n−2−s)

∑
k≥0

‖fn(∗, k)⊗s−i2i2
fn]k(∗)‖`2(∆2n−2−s)

)1/2

,

B2 : = n3
√

(n− 1)!
∑
k≥0

|1− 2pk|√
pkqk

‖fn(∗, k)‖`2s(∆n−1)

(
2n−2∑
s=0

(2n− 2− s)!

×
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

‖fn(∗, k)⊗s−i1i1
fn(∗, k)‖`2(∆2n−2−s)‖fn(∗, k)⊗s−i2i2

fn(∗, k)‖`2(∆2n−2−s)

)1/2

,
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(5.12)

B3 : =
5n4

3

2n−2∑
s=0

(2n− 2− s)!

×
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)
∑
k≥0

1

pkqk
‖fn(∗, k)⊗s−i1i1

fn(∗, k)‖`2(∆2n−2−s)‖fn(∗, k)⊗s−i2i2
fn(∗, k)‖`2(∆2n−2−s)

(5.13)

are finite. Then for all h ∈ C2
b we have

|E[h(Jn(fn))]− E[h(Z)]| ≤ B1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞B2 + ‖h′′‖∞B3.

Proof. The claim follows from Corollary 3.3 if we show that the constants B̃i defined

by (5.7), (5.8) and (5.9) are bounded above by the constants Bi defined in the statement,

respectively.

Step 1: Proof of B̃1 ≤ B1. By the hypotheses on the functions h
(k)
n−1,n−1,s and the multiplica-

tion formula (5.3), we deduce

Jn−1(fn(∗, k))Jn−1(fn]k)

=
2n−2∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s(fn(∗, k) ◦s−ii fn]k(∗))

= (n− 1)!fn(∗, k) ◦n−1
n−1 fn]k(∗)

+
2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s(fn(∗, k) ◦s−ii fn]k(∗)).

(5.14)

Since the constant B1 in the statement is finite, we have∑
k≥0

‖fn(∗, k)⊗s−ii fn]k(∗)‖`2(∆2n−2−s) <∞,

0 ≤ s ≤ 2n− 3, s ≤ 2i ≤ 2(s ∧ (n− 1)). By (5.4) this in turn implies∑
k≥0

‖fn(∗, k) ◦s−ii fn]k(∗)‖`2s(∆2n−2−s) <∞,

0 ≤ s ≤ 2n− 3, s ≤ 2i ≤ 2(s ∧ (n− 1)), and so∑
k≥0

fn(∗, k) ◦s−ii fn]k(∗) ∈ `2
s(∆2n−2−s),
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0 ≤ s ≤ 2n−3, s ≤ 2i ≤ 2(s∧ (n−1)) (it is worthwhile to note that one can not use Lemma

5.2 to express the infinite sum
∑

k≥0 fn(∗, k) ◦s−ii fn]k(∗) since the function of n variables

fn]·(∗) is not symmetric). Therefore, summing up over k ≥ 0 in the equality (5.14), we get

〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N)

= (n− 1)!
∑
k≥0

fn(∗, k) ◦n−1
n−1 fn]k(∗)

+
2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−ii fn]k(∗)

)
.

Taking the mean and noticing that discrete multiple stochastic integrals are centered, we

have

E[〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N)] = (n− 1)!
∑
k≥0

fn(∗, k) ◦n−1
n−1 fn]k(∗),

and so

〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N) − E[〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N)

=
2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−ii fn]k(∗)

)
.

By means of the orthogonality and isometric properties of discrete multiple stochastic inte-

grals, we have

E

2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−ii fn]k(∗)

)2
=

2n−3∑
s=0

E

 ∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−ii fn]k(∗)

)2
+

0,2n−3∑
s1 6=s2

E

[( ∑
s1≤2i≤2(s1∧(n−1))

i!

(
n− 1

i

)2(
i

s1 − i

)
J2n−2−s1

(∑
k≥0

fn(∗, k) ◦s1−ii fn]k(∗)

))

×

( ∑
s2≤2i≤2(s2∧(n−1))

i!

(
n− 1

i

)2(
i

s2 − i

)
J2n−2−s2

(∑
k≥0

fn(∗, k) ◦s2−ii fn]k(∗)

))]

=
2n−3∑
s=0

E

 ∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−ii fn]k(∗)

)2
=

2n−3∑
s=0

∑
s≤{2i1 , 2i2}≤2(s∧(n−1))

E

[
i1!

(
n− 1

i1

)2(
i1

s− i1

)
i2!

(
n− 1

i2

)2(
i2

s− i2

)
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J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−i1i1
fn]k(∗)

)
J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−i2i2
fn]k(∗)

)]

=
2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)
〈
∑
k≥0

fn(∗, k) ◦s−i1i1
fn]k(∗),

∑
k≥0

fn(∗, k) ◦s−i2i2
fn]k(∗)〉`2s(∆2n−2−s). (5.15)

By the above relations and (5.7), we deduce

B̃1 = |1− n!‖fn‖2
`2s(∆n)|

+ n2

(
2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

〈
∑
k≥0

fn(∗, k) ◦s−i1i1
fn]k(∗),

∑
k≥0

fn(∗, k) ◦s−i2i2
fn]k(∗)〉`2s(∆2n−2−s)

)1/2

. (5.16)

Now, note that by the Cauchy-Schwarz inequality

|〈f, g〉`2(N)⊗n| ≤ ‖f‖`2(N)⊗n‖g‖`2(N)⊗n , for any f, g ∈ `2(N)⊗n. (5.17)

By this relation, (5.4) and (5.16) we easily get B̃1 ≤ B1.

Step 2: Proof of B̃i ≤ Bi, i = 2, 3. By the hypotheses on the functions h̃
(k)
n−1,n−1,s and the

multiplication formula (5.3), we deduce

Jn−1(fn(∗, k))2

=
2n−2∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s(fn(∗, k) ◦s−ii fn(∗, k)).

By a similar computation as for (5.15), we have

E[|Jn−1(fn(∗, k))|4]

= E

2n−2∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(
fn(∗, k) ◦s−ii fn(∗, k)

)2
=

2n−2∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)
〈fn(∗, k) ◦s−i1i1

fn(∗, k), fn(∗, k) ◦s−i2i2
fn(∗, k)〉`2s(∆2n−2−s), (5.18)

and so by (5.8) and (5.9) we deduce

B̃2 = n3
√

(n− 1)!
∑
k≥0

|1− 2pk|√
pkqk

‖fn(∗, k)‖`2s(∆n−1)

(
2n−2∑
s=0

(2n− 2− s)!
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×
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

〈fn(∗, k) ◦s−i1i1
fn(∗, k), fn(∗, k) ◦s−i2i2

fn(∗, k)〉`2s(∆2n−2−s)

)1/2

(5.19)

and

B̃3 =
5n4

3

2n−2∑
s=0

(2n− 2− s)!

×
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)
∑
k≥0

1

pkqk
〈fn(∗, k) ◦s−i1i1

fn(∗, k), fn(∗, k) ◦s−i2i2
fn(∗, k)〉`2s(∆2n−2−s). (5.20)

The claim follows from the above equalities and relations (5.17) and (5.4).

�

5.2 Semigroup bound

For the nth-chaos Jn(fn), n ≥ 2, fn ∈ `2
s(∆n), we have

−DkL
−1Jn(fn) = n−1DkJn(fn) = Jn−1(fn(∗, k)) (5.21)

and the constants Ci of Corollary 3.5 are equal, respectively, to

C̃1 := |1− n!‖fn‖2
`2s(∆n)|+ n‖〈Jn−1(fn(∗, ·)), Jn−1(fn(∗, ·))〉`2(N)

− E[〈Jn−1(fn(∗, ·)), Jn−1(fn(∗, ·))〉`2(N)]‖L2(Ω), (5.22)

C̃2 : = B̃2, where B̃2 is defined by (5.8)

C̃3 : =
B̃3

n
, where B̃3 is defined by (5.9).

In the next theorem we show that these constants can be bounded above by computable

quantities.
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Theorem 5.4 Let n ≥ 2 be fixed and let fn ∈ `2
s(∆n). Assume that for any k ∈ N the

functions h̃
(k)
n−1,n−1,s defined by (5.11) belong to `2

s(∆2n−2−s), 0 ≤ s ≤ 2n− 2, and that

C1 := |1− n!‖fn‖2
`2s(∆n)|

+ n

(
2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

‖fn ⊗s−i1+1
i1+1 fn‖`2(∆2n−2−s)‖fn ⊗s−i2+1

i2+1 fn‖`2(∆2n−2−s)

)1/2

,

C2 := B2, where B2 is defined by (5.12), and C3 := B3/n where B3 is defined by (5.13), are

finite. Then for all h ∈ C2
b we have

|E[h(Jn(fn))]− E[h(Z)]| ≤ C1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞C2 + ‖h′′‖∞C3.

Proof. The claim follows from Corollary 3.5 if we show that the constant C̃1 defined by

(5.22) is bounded above by the constant C1 defined in the statement (for the bounds C̃i ≤ Ci,

i = 2, 3, see Step 2 of the proof of Theorem 5.3). Along a similar computation as in the Step

1 of the proof of Theorem 5.3, we have

〈Jn−1(fn(∗, ·)), Jn−1(fn(∗, ·))〉`2(N)

= (n− 1)!
∑
k≥0

fn(∗, k) ◦n−1
n−1 fn(∗, k)

+
2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(∑
k≥0

fn(∗, k) ◦s−ii fn(∗, k)

)
= (n− 1)!fn ◦nn fn

+
2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s

(
fn ◦s−i+1

i+1 fn
)
, (5.23)

where the latter equality follows from Lemma 5.2. By a similar computation as for (5.15),

we have

‖‖Jn−1(fn(∗, ·))‖2
`2(N) − E[‖Jn−1(fn(∗, ·))‖2

`2(N)]‖2
L2(Ω)

= E

2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s(fn ◦s−i+1

i+1 fn)

2
=

2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2
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(
i1

s− i1

)(
i2

s− i2

)
〈fn ◦s−i1+1

i1+1 fn, fn ◦s−i2+1
i2+1 fn〉`2s(∆2n−2−s). (5.24)

By this relation and (5.22) we deduce

C̃1 = |1− n!‖fn‖2
`2s(∆n)|

+ n

(
2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

〈fn ◦s−i1+1
i1+1 fn, fn ◦s−i2+1

i2+1 fn〉`2s(∆2n−2−s)

)1/2

.

By this equality and (5.17) and (5.4) we finally have C̃1 ≤ C1. �

Connection with Theorem 4.1 in [14]

In this subsection we refine a little the bound given by Theorem 5.4 in order to strictly extend

the bound provided by Theorem 4.1 in [14]. For the nth chaos Jn(fn), n ≥ 2, fn ∈ `2
s(∆n),

we have that the constants Ci of Theorem 3.4 are equal, respectively, to

C̃1 := E
[
|1− n‖Jn−1(fn(∗, ·))‖2

`2(N)|
]
, (5.25)

C̃2 := n2
∑
k≥0

|1− 2pk|√
pkqk

E[|Jn−1(fn(∗, k))|3], (5.26)

and

C̃3 :=
B̃3

n
, where B̃3 is defined by (5.9)

In the next theorem we show that these constants can be bounded above by computable

quantities.

Theorem 5.5 Let n ≥ 2 be fixed and let fn ∈ `2
s(∆n). Assume that for any k ∈ N the

functions h̃
(k)
n−1,n−1,s defined by (5.11) belong to `2

s(∆2n−2−s), 0 ≤ s ≤ 2n− 2, and that

C1 :=

(
|1− n!‖fn‖2

`2s(∆n)|
2

+ n2

2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

‖fn ⊗s−i1+1
i1+1 fn‖`2(∆2n−2−s)‖fn ⊗s−i2+1

i2+1 fn‖`2(∆2n−2−s)

)1/2

,
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C2 := B2/n, where B2 is defined by (5.12) and C3 := B3/n, where B3 is defined by (5.13)

are finite. Then for all h ∈ C2
b we have

|E[h(Jn(fn))]− E[h(Z)]| ≤ C1 min{4‖h‖∞, ‖h′′‖∞}+ ‖h′‖∞C2 + ‖h′′‖∞C3.

Proof. The claim follows from Theorem 3.4 if we show that the constants C̃i, i = 1, 2,

defined by (5.25) and (5.26) are bounded above by the constants Ci, i = 1, 2, defined in the

statement, respectively (for the bound C̃3 ≤ C3 see Step 2 of the proof of Theorem 5.3).

Step 1: Proof of C̃1 ≤ C1. By the Cauchy-Schwarz inequality, (5.23) and (5.24) we have

C̃1 ≤ E
[
|1− n‖Jn−1(fn(∗, ·))‖2

`2(N)|2
]1/2

≤

(
|1− n!‖fn‖2

`2s(∆n)|
2

+ n2E

2n−3∑
s=0

∑
s≤2i≤2(s∧(n−1))

i!

(
n− 1

i

)2(
i

s− i

)
J2n−2−s(fn ◦s−i+1

i+1 fn)

2)1/2

=

(
|1− n!‖fn‖2

`2s(∆n)|
2

+ n2

2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

〈fn ◦s−i1+1
i1+1 fn, fn ◦s−i2+1

i2+1 fn〉`2s(∆2n−2−s)

)1/2

.

The claim follows from Relations (5.17) and (5.4).

Step 2: Proof of C̃2 ≤ C2. By the Cauchy-Schwarz inequality we have

E[|Jn−1(fn(∗, k))|3] ≤ (E[|Jn−1(fn(∗, k))|2])1/2(E[|Jn−1(fn(∗, k))|4])1/2.

By the isometry for discrete multiple stochastic integrals we have

‖Jn−1(fn(∗, k))‖L2(Ω) =
√

(n− 1)!‖fn(∗, k)‖`2s(∆n−1).

By the above relations and (5.18) we have C̃2 ≤ B̃2/n, where B̃2 is defined by (5.19). The

claim follows from (5.17) and (5.4). �

Since it is not obvious that the above theorem extends Theorem 4.1 in [14], it is worthwhile

to explain this point in detail. Take fn ∈ `2
s(∆n), n ≥ 2, and let h̃

(k)
n−1,n−1,s be defined by

(5.11). In the symmetric case pk = qk = 1/2, by the same arguments as those one after
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the statement of Proposition 5.1 we have that, for any fixed 0 ≤ s ≤ 2(n − 1) and k ∈ N,

h̃
(k)
n−1,n−1,s = 0 if s/2 is not an integer and

h̃
(k)
n−1,n−1,s = (s/2)!

(
n− 1

s/2

)2

fn(∗, k) ◦s/2s/2 fn(∗, k)

otherwise. If s/2 is an integer we also have

‖fn(∗, k) ◦s/2s/2 fn(∗, k)‖`2s(∆2n−2−s) ≤ ‖fn(∗, k)⊗s/2s/2 fn(∗, k)‖`2(∆2n−2−s)

= ‖fn(∗, k) ?
s/2
s/2 fn(∗, k)‖`2(∆2n−2−s)

≤ ‖fn(∗, k)‖2
`2s(∆n−1) <∞,

where the latter relation follows from Lemma 2.4(1) in [14]. So

h̃
(k)
n−1,n−1,s ∈ `2

s(∆2n−2−s).

In the symmetric case, by the definition of the contraction, for 0 ≤ s ≤ 2n− 3 and s ≤ 2i ≤
2(s ∧ (n− 1)), we have

‖fn ⊗s−i+1
i+1 fn‖`2(∆2n−2−s) = 0, if s < 2i

and

‖fn ⊗s−i+1
i+1 fn‖`2(∆2n−2−s) = ‖fn ?i+1

i+1 fn‖`2(∆2n−2−2i)

≤ ‖fn‖2
`2s(∆n), if s = 2i

where the latter relation follows from Lemma 2.4(1) in [14]. Consequently, the constant C1

in the statement of Theorem 5.5 is finite and reduces to

C1 =

(
|1− n!‖fn‖2

`2s(∆n)|
2 + n2

2(n−2)∑
s=0

11{s/2 ∈ N}(2n− 2− s)!
(s

2
!
)2
(
n− 1

s/2

)4

‖fn ?s/2+1
s/2+1 fn‖

2
`2(∆2n−2−s)

)1/2

,

=

(
|1− n!‖fn‖2

`2s(∆n)|
2 + n2

n−1∑
s=1

(2n− 2s)!

[
(s− 1)!

(
n− 1

s− 1

)2
]2

‖fn ?ss fn‖2
`2(∆2n−2s)

)1/2

.

As far as the constant C2 in the statement of Theorem 5.5 is concerned, in the symmetric

case one clearly has

C2 = 0.
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Finally, consider the constant C3 in the statement of Theorem 5.5. The following bound

holds:

C3 ≤
20

3
n3

2n−2∑
s=0

(2n− 2− s)!

×
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)
∑
k≥0

‖fn(∗, k)⊗s−i1i1
fn(∗, k)‖`2(N)⊗2n−2−s‖fn(∗, k)⊗s−i2i2

fn(∗, k)‖`2(N)⊗2n−2−s

=
20n3

3

2n−2∑
s=0

11{s/2 ∈ N}(2n− 2− s)!
(s

2
!
)2
(
n− 1

s/2

)4

×
∑
k≥0

‖fn(∗, k) ?
s/2
s/2 fn(∗, k)‖2

`2(N)⊗2n−2−s

=
20n3

3

n∑
s=1

(2n− 2s)!

[
(s− 1)!

(
n− 1

s− 1

)2
]2∑

k≥0

‖fn(∗, k) ?s−1
s−1 fn(∗, k)‖2

`2(N)⊗2n−2s

=
20n3

3

n∑
s=1

(2n− 2s)!

[
(s− 1)!

(
n− 1

s− 1

)2
]2

‖fn ?s−1
s fn‖2

`2(N)⊗2n−2s+1 ,

where the latter equality follows from Lemma 2.4(2) (relation (2.4)) in [14] and the constant

C3 is finite again by Lemma 2.4(1) in in [14]. We recovered the bound provided by Theorem

4.1 in [14].

5.3 Convergence to the normal distribution

The next theorems follow by Theorems 5.3 and 5.4, respectively.

Theorem 5.6 Let n ≥ 2 be fixed and let Fm = Jn(fm), m ≥ 1, be a sequence of discrete

multiple stochastic integrals such that fm ∈ `2
s(∆n), for any k ∈ N the functions h

(k)
n−1,n−1,s

and h̃
(k)
n−1,n−1,s defined by (5.10) and (5.11) with fm in place of fn belong to `2

s(∆2n−2−s),

0 ≤ s ≤ 2n− 2,

n!‖fm‖2
`s(∆n) → 1, as m→∞ (5.27)∑

k≥0

‖fm(∗, k)⊗s−ii fm]k(∗)‖`2(∆2n−2−s) → 0,

as m→∞, for any 0 ≤ s ≤ 2n− 3 and s ≤ 2i ≤ 2(s ∧ (n− 1)) (5.28)

∑
k≥0

|1− 2pk|√
pkqk

‖fm(∗, k)‖`2s(∆n−1)
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√
‖fm(∗, k)⊗s−i1i1

fm(∗, k)‖`2(∆2n−2−s)‖fm(∗, k)⊗s−i2i2
fm(∗, k)‖`2(∆2n−2−s) → 0,

as m→∞, for any 0 ≤ s ≤ 2n− 2 and s ≤ {2i1, 2i2} ≤ 2(s ∧ (n− 1)) (5.29)

and∑
k≥0

1

pkqk
‖fm(∗, k)⊗s−i1i1

fm(∗, k)‖`2(∆2n−2−s)‖fm(∗, k)⊗s−i2i2
fm(∗, k)‖`2(∆2n−2−s) → 0,

as m→∞, for any 0 ≤ s ≤ 2n− 2 and s ≤ {2i1, 2i2} ≤ 2(s ∧ (n− 1)). (5.30)

Then

Fm
Law→ N(0, 1).

Theorem 5.7 Let n ≥ 2 be fixed and let Fm = Jn(fm), m ≥ 1, be a sequence of discrete

multiple stochastic integrals such that fm ∈ `2
s(∆n), for any k ∈ N the functions h̃

(k)
n−1,n−1,s

defined by (5.11) with fm in place of fn belong to `2
s(∆2n−2−s), 0 ≤ s ≤ 2n− 2,

‖fm ⊗s−i+1
i+1 fm‖`2(∆2n−2−s) → 0,

as m→∞, for any 0 ≤ s ≤ 2n− 3 and s ≤ 2i ≤ 2(s ∧ (n− 1)) (5.31)

and (5.27), (5.29) and (5.30) hold. Then

Fm
Law→ N(0, 1).

Connection with Proposition 4.3 in [14]

In this paragraph we explain the connection between Theorem 5.7, specialized in the symmet-

ric case, and Proposition 4.3 in [14]. Take fm ∈ `2
s(∆n), m ≥ 1, n ≥ 2, and let h̃

(k)
n−1,n−1,s be

defined by (5.11) with fm in place of fn. We already checked (after the proof of Theorem 5.5)

that, in the symmetric case, one has h̃
(k)
n−1,n−1,s ∈ `2

s(∆2n−2−s), k ∈ N, 0 ≤ s ≤ 2n− 2. Note

that assumption (5.27) is explicitly required in Proposition 4.3 of [14] and, for pk = qk = 1/2,

assumption (5.29) is automatically satisfied. In the symmetric case, conditions (5.30) and

(5.31) read∑
k≥0

‖fm(∗, k) ?ii fm(∗, k)‖2
`2(∆2n−2−2i)

→ 0, as m→∞, for any 0 ≤ i ≤ n− 1 (5.32)

and

‖fm ?i+1
i+1 fm‖`2(∆2n−2−2i) → 0, as m→∞, for any 0 ≤ i ≤ n− 2 (5.33)

36



respectively. We are going to check that assumption (4.44) of Proposition 4.3 in [14], i.e.

‖fm ?rr fm‖`2(N)⊗2n−2r → 0, as m→∞, for any 1 ≤ r ≤ n− 1 (5.34)

implies (5.32) and (5.33). Clearly, (5.34) is equivalent to (5.33). Moreover, for any 0 ≤ i ≤
n− 1, by Lemma 2.4(2) (relation (2.4)) and Lemma 2.4(3) in [14], we have∑

k≥0

‖fm(∗, k) ?ii fm(∗, k)‖2
`2(∆2n−2−2i)

≤
∑
k≥0

‖fm(∗, k) ?ii fm(∗, k)‖2
`2(N)⊗2n−2−2i

≤ ‖fm ?n−1
n fm‖`2(N)‖fm‖2

`2s(∆n)

≤ ‖fm ?n−1
n−1 fm‖`2(N)⊗2‖fm‖2

`2s(∆n).

So combining (5.27) and condition (5.34) with r = n− 1 we have (5.32).

Quadratic functionals

In the next proposition we apply Theorem 5.7 with n = 2. In comparison with Proposi-

tion 4.3 of [14] we require an additional `4 condition in the non-symmetric case.

Proposition 5.8 Assume that there exists some ε > 0 such that

0 < ε < pk < 1− ε, k ∈ N, (5.35)

and consider a sequence fm ∈ `2
s(∆2) such that

a) limm→∞ ‖fm‖2
`2s(∆2)

= 1/2,

b) limm→∞ ‖fm ?1
1 fm‖`2(N)⊗2 = 0,

c) limm→∞ ‖fm‖`4s(∆2) → 0.

Then J2(fm)
Law→ N(0, 1) as m→∞.

Proof. We need to satisfy Conditions (5.27), (5.29), (5.30) and (5.31), in addition to an

integrability check which is postponed to the end of this proof. First we note that (5.27) is

Condition a) above. Next we note that under (5.35), Conditions (5.29), (5.30) and (5.31)

read ∑
k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k)⊗0
0 fm(∗, k)‖`2s(∆2) → 0,∑

k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k)⊗0
1 fm(∗, k)‖`2s(∆1) → 0,
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∑
k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k)⊗1
1 fm(∗, k)‖`2s(∆0) → 0,∑

k≥0

‖fm(∗, k)⊗0
0 fm(∗, k)‖2

`2s(∆2) → 0,∑
k≥0

‖fm(∗, k)⊗0
1 fm(∗, k)‖2

`2s(∆1) → 0,∑
k≥0

‖fm(∗, k)⊗1
1 fm(∗, k)‖2

`2s(∆0) → 0,

and

‖fm ⊗1
1 fm‖`2(∆2), ‖fm ⊗1

2 fm‖`2(∆1) → 0,

as m→∞. Using again (5.35), we have that the above conditions are implied by∑
k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k) ?0
0 fm(∗, k)‖`2s(∆2) → 0, (5.36)∑

k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k) ?0
1 fm(∗, k)‖`2s(∆1) → 0, (5.37)∑

k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k) ?1
1 fm(∗, k)‖`2s(∆0) → 0, (5.38)∑

k≥0

‖fm(∗, k) ?0
0 fm(∗, k)‖2

`2s(∆2) → 0, (5.39)∑
k≥0

‖fm(∗, k) ?0
1 fm(∗, k)‖2

`2s(∆1) → 0, (5.40)∑
k≥0

‖fm(∗, k) ?1
1 fm(∗, k)‖2

`2s(∆0) → 0, (5.41)

and

‖fm ?1
1 fm‖`2(∆2), ‖fm ?1

2 fm‖`2(∆1) → 0, (5.42)

as m→∞. Now by Lemma 2.4(3) of [14] we have

‖fm ?1
2 fm‖`2(∆1) ≤ ‖fm ?1

1 fm‖`2(N)⊗2 ,

hence (5.42) is implied by Condition b) above. Next, by Lemma 2.4(2)-(3) in [14] we have∑
k≥0

‖fm(∗, k) ?0
0 fm(∗, k)‖2

`2s(∆2) ≤ ‖fm ?
1
2 fm‖`2(N)‖fm‖2

`2(N)⊗2

≤ ‖fm ?1
1 fm‖`2(N)⊗2‖fm‖2

`2(N)⊗2 , (5.43)
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hence Condition (5.39) is implied by Conditions a) and b) above. Similarly, by Lemma 2.4(2)-

(3) in [14] we have∑
k≥0

‖fm(∗, k) ?1
1 fm(∗, k)‖2

`2s(∆0) ≤ ‖fm ?
1
2 fm‖`2(N)‖fm‖2

`2(N)⊗2

≤ ‖fm ?1
1 fm‖`2(N)⊗2‖fm‖2

`2(N)⊗2 , (5.44)

hence Condition (5.41) is also implied by Conditions a) and b) above. Now, we have∑
k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k) ?0
0 fm(∗, k)‖`2s(∆2)

≤

(∑
k≥0

‖fm(∗, k)‖2
`2s(∆1)

)1/2(∑
k≥0

‖fm(∗, k) ?0
0 fm(∗, k)‖2

`2s(∆2)

)1/2

(5.45)

≤

(∑
k≥0

‖fm(∗, k)‖2
`2s(∆1)

)1/2

‖fm ?1
1 fm‖

1/2

`2(N)⊗2‖fm‖`2(N)⊗2 (5.46)

=

(∑
k≥0

fm(∗, k) ?1
1 fm(∗, k)

)1/2

‖fm ?1
1 fm‖

1/2

`2(N)⊗2‖fm‖`2(N)⊗2 (5.47)

=
(
fm ?

2
2 fm

)1/2 ‖fm ?1
1 fm‖

1/2

`2(N)⊗2‖fm‖`2(N)⊗2 (5.48)

= ‖fm‖2
`2s(∆2)‖fm ?

1
1 fm‖

1/2

`2(N)⊗2 , (5.49)

where in (5.45) we used the Cauchy-Schwartz inequality, in (5.46) we used (5.43), in (5.47)

we used the identity

f ?nn g = 〈f, g〉`2(N)⊗n , f, g ∈ `2(N)⊗n (5.50)

in (5.48) we used the equality∑
k≥0

fm(∗, k) ?1
1 fm(∗, k) = fm ?

2
2 fm,

and in (5.49) we used (5.50). Similarly, using (5.44) we have∑
k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k) ?1
1 fm(∗, k)‖`2s(∆0) ≤ ‖fm‖2

`2s(∆2)‖fm ?
1
1 fm‖

1/2

`2(N)⊗2 . (5.51)

So Conditions (5.36) and (5.38) are also implied by Conditions a) and b) above. By similar

arguments as above, we have∑
k≥0

‖fm(∗, k)‖`2s(∆1)‖fm(∗, k) ?0
1 fm(∗, k)‖`2s(∆1)
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≤ ‖fm‖`2s(∆2)

(∑
k≥0

‖fm(∗, k) ?0
1 fm(∗, k)‖2

`2s(∆1)

)1/2

. (5.52)

We note that ∑
k≥0

‖fm(∗, k) ?0
1 fm(∗, k)‖2

`2s(∆1) ≤
∑
k≥0

∑
a≥0

f 4
m(a, k) = ‖f 2

m‖2
`2s(∆2), (5.53)

and so Condition c) above implies (5.37) and (5.40). Finally we note that for any k ∈ N the

functions h̃
(k)
1,1,s, 0 ≤ s ≤ 2, defined by (5.11) with fm in place of fn, i.e.

h̃
(k)
1,1,0 = fm(∗, k) ◦0

0 fm(∗, k)

h̃
(k)
1,1,1 = fm(∗, k) ◦0

1 fm(∗, k)

and

h̃
(k)
1,1,2 = fm(∗, k) ◦1

1 fm(∗, k)

belong to `2
s(∆2), `2

s(∆1) and `2
s(∆0), respectively. Indeed, this easily follows from (5.4),

(5.35) and Lemma 2.4(1) of [14]. �

Example

A straightforward computation shows that examples of function sequences that satisfy the

hypotheses of Proposition 5.8 include

fm(k1, k2) =
1

m
√

2
11[0,m]2(k1, k2), m ≥ 1.

Note that the above example will also satisfy the hypotheses of Theorem 5.6 as well. More

generally, any sequence of non-negative kernels satisfying the hypotheses of Proposition 5.8

will satisfy the hypotheses of Theorem 5.6. Indeed, under Condition (5.35), for non-negative

kernels, Condition (5.28) is implied by (5.39), (5.40) and (5.41) which, as showed in the proof

of Proposition 5.8, are in turn implied by Conditions a), b) and c). However, elementary

computations have shown that, in general, it is difficult to compare the second addends of

the constants B1 and C1 of Theorems 5.3 and 5.4, respectively. Consequently, in general, it

is difficult to compare Conditions (5.28) and (5.31) of Theorems 5.6 and 5.7, respectively.

6 Poisson approximation of Bernoulli functionals

We recall that the total variation distance between the laws of two N-valued random variables

Yi, i = 1, 2, is given by

dTV (Y1, Y2) := sup
A⊆N
|P (Y1 ∈ A)− P (Y2 ∈ A)|.
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Of course, the topology induced by dTV on the class of all probability laws on N is strictly

stronger than the topology induced by the convergence in distribution.

In this section we present two different upper bounds for dTV (F,Po(λ)), where Po(λ) is

a Poisson random variable with mean λ > 0. The first one is obtained by using the covari-

ance representation formula (2.15), while the second one is obtained by using the covariance

representation formula (2.16).

Before proceeding further we recall some necessary background on the Chen-Stein method

for the Poisson approximation and refer to [2] for more insight into this technique.

Chen-Stein’s method for Poisson approximation

Given A ⊆ N, it turns out that there exists a unique function fA : N→ R such that

11A(k)− P (Po(λ) ∈ A) = λfA(k + 1)− kfA(k), k ∈ N (6.1)

verifying the boundary condition ∆2f(0) = 0. The above equation is called Chen-Stein’s

equation. Combining e.g. Theorem 2.3 in [9] and Theorem 1.3 in [6], we deduce that the

function fA has the following properties:

‖fA‖∞ ≤ min

(
1,

√
2

λe

)
, ‖∆fA‖∞ ≤

1− e−λ

λ
, ‖∆2fA‖∞ ≤

2− 2e−λ

λ2
. (6.2)

6.1 Clark-Ocone bound

Theorem 6.1 Let F ∈ Dom(D) be an N-valued random variable with mean λ and assume

that

b1 := E[|〈E[D·F |F·−1], D·F 〉`2(N) − λ|],

and

b2 := E

[〈
|E[D·F |F·−1]|,

∣∣∣√q·
p·
D·F

(
D·F√
p·q·
− 1

) ∣∣∣〉
`2(N)

]

+E

[〈
|E[D·F |F·−1]|,

∣∣∣√p·
q·
D·F

(
D·F√
p·q·

+ 1

) ∣∣∣〉
`2(N)

]

are finite. Then we have

dTV (F,Po(λ)) ≤ 1− e−λ

λ
b1 +

1− e−λ

λ2
b2. (6.3)
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Proof. We start by checking the domain condition fA(F ) ∈ Dom(D). Assume F+
k ≥ F−k .

We note that

DkfA(F ) =
√
pkqk(fA(F+

k )− fA(F−k )) =
√
pkqk

F+
k −F

−
k∑

h=1

(fA(F+
k − h+ 1)− fA(F+

k − h)),

and so |DkfA(F )| ≤ ‖∆fA‖∞
√
pkqk(F

+
k − F−k ). Similarly, if F+

k < F−k then |DkfA(F )| ≤
‖∆fA‖∞

√
pkqk(F

−
k − F

+
k ). Consequently,

E[‖DfA(F )‖2
`2(N)] = E

[∑
k≥0

|DkfA(F )|2
]
≤ ‖∆fA‖2

∞E

[∑
k≥0

|DkF |2
]

= E[‖DF‖2
`2(N)],

and this latter quantity is finite since F ∈ Dom(D). The claimed domain condition follows.

By the Chen-Stein equation (6.1), the covariance representation (2.15) and Proposition 2.2,

we have

P (Po(λ) ∈ A)− P (F ∈ A) = E[(F − λ)fA(F )− λ(fA(F + 1)− fA(F ))]

= E

[∑
k≥0

E[DkF |Fk−1]DkfA(F )− λ∆fA(F )

]

= E

[∑
k≥0

E[DkF |Fk−1](∆fA(F )DkF +RF
k (fA))− λ∆fA(F )

]
= E

[
∆fA(F )(〈E[D·F |F·−1], D·F 〉`2(N) − λ)

]
+ E[〈E[D·F |F·−1], RF

· (fA)〉`2(N)].

The desired result follows by taking absolute values on both sides, as well as by applying the

estimates (6.2) and (2.13), and noticing that the random variables DkF and E[DkF |Fk−1]

are independent of Xk. �

Corollary 6.2 Let F ∈ Dom(D) be an N-valued random variable with mean λ and assume

that

b1 := |λ− Var(F )|+ ‖〈D·F,E[D·F |F·−1]〉`2(N) − E[〈D·F,E[D·F |F·−1]〉`2(N)]‖L2(Ω),

and

b2 :=
∑
k≥0

1
√
pkqk

E[|DkF |2] +
∑
k≥0

1

pkqk
‖DkF‖L2(Ω)

√
E[|DkF |4] (6.4)

are finite. Then we have

dTV (F,Po(λ)) ≤ 1− e−λ

λ
b1 +

1− e−λ

λ2
b2.
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Proof. We preliminary note that by the Clark-Ocone representation formula (2.15) one has

Var(F ) = E[〈D·F,E[D·F |F·−1]〉`2(N)]. (6.5)

By the Cauchy-Schwarz inequality and (6.5), we have

E[|λ− 〈E[D·F |F·−1], DF 〉`2(N)|]

≤ ‖λ− 〈E[D·F |F·−1], DF 〉`2(N)‖L2(Ω)

≤ |λ− Var(F )|+ ‖〈D·F,E[D·F |F·−1]〉`2(N) − E[〈D·F,E[D·F |F·−1]〉`2(N)]‖L2(Ω).

Moreover,

E

[〈
|E[D·F |F·−1]|,

∣∣∣√q·
p·
D·F

(
D·F√
p·q·
− 1

) ∣∣∣〉
`2(N)

]

+E

[〈
|E[D·F |F·−1]|,

∣∣∣√p·
q·
D·F

(
D·F√
p·q·

+ 1

) ∣∣∣〉
`2(N)

]

≤ E

[〈
|E[D·F |F·−1]|, |D·F |√

p·q·

(
1 +
|D·F |√
p·q·

)〉
`2(N)

]

≤ E

[〈
|E[D·F |F·−1]|, |D·F |√

p·q·

〉
`2(N)

]
+ E

[〈
|E[D·F |F·−1]|, |D·F |

2

p·q·

〉
`2(N)

]

≤ E

[〈
E[|D·F | |F·−1],

|D·F |√
p·q·

〉
`2(N)

]
+ E

[〈
|E[D·F |F·−1]|, |D·F |

2

p·q·

〉
`2(N)

]
≤

∑
k≥0

1
√
pkqk

E[|DkF |2] +
∑
k≥0

1

pkqk
E[|E[DkF | Fk−1]||DkF |2]

≤
∑
k≥0

1
√
pkqk

E[|DkF |2] +
∑
k≥0

1

pkqk
‖E[DkF |Fk−1]‖L2(Ω)

√
E[|DkF |4]

≤
∑
k≥0

1
√
pkqk

E[|DkF |2] +
∑
k≥0

1

pkqk
‖DkF‖L2(Ω)

√
E[|DkF |4].

The claim follows from Theorem 6.1. �

6.2 Semigroup bound

The next result is formally similar to Theorem 3.1 of [15]. More precisely, the first addend

in the right-hand side of (6.6) coincides with the term in the right-hand side of relation

(3.5) in [15] when replacing the finite difference operator on the Bernoulli space with the

finite difference operator on the Poisson space. As for the second addend in the right-hand
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side of (6.6), although it has some similarities with the corresponding term in (3.6) of [15]

(the expectations have the same multiplicative constant), the two terms remain different

when replacing the finite difference operator on the Bernoulli space with the finite difference

operator on the Poisson space.

Theorem 6.3 Let F ∈ Dom(D) be an N-valued random variable with mean λ and assume

that

c1 := E[|λ− 〈DF,−DL−1F 〉`2(N)|],

and

c2 := E

[〈∣∣∣√q·
p·
D·F

(
D·F√
p·q·
− 1

) ∣∣∣, |DL−1F |
〉
`2(N)

]

+E

[〈∣∣∣√p·
q·
D·F

(
D·F√
p·q·

+ 1

) ∣∣∣, |DL−1F |
〉
`2(N)

]
,

are finite. Then we have

dTV (F,Po(λ)) ≤ 1− e−λ

λ
c1 +

1− e−λ

λ2
c2, (6.6)

Proof. Although the proof is similar to that one of Theorem 6.1, we give the details

since some points need a different justification. As in the proof of Theorem 6.1 one has

fA(F ) ∈ Dom(D). By the Chen-Stein equation (6.1), the covariance representation (2.16)

and Proposition 2.2, we have

P (Po(λ) ∈ A)− P (F ∈ A) = E[(F − λ)fA(F )− λ(fA(F + 1)− fA(F ))]

= E
[
〈DfA(F ),−DL−1F 〉`2(N) − λ∆fA(F )

]
= E

[
〈∆fA(F )DF +RF (fA),−DL−1F 〉`2(N) − λ∆fA(F )

]
= E

[
∆fA(F )(〈−DL−1F,DF 〉`2(N) − λ)

]
+E[〈−DL−1F,RF (fA)〉`2(N)].

The desired result follows by taking absolute values on both sides, as well as by applying

the estimates (6.2) and (2.13), and noticing that the random variables DkF and DkL
−1F

are independent of Xk (see Lemma 2.13 (1) in [14]). �

Note that, formally, the upper bound (6.3) may be obtained by (6.6) substituting the term

−DkL
−1F in the definitions of c1 and c2 with E[DkF | Fk−1], and vice versa.

44



Corollary 6.4 Let F ∈ Dom(D) be an N-valued random variable with mean λ and assume

that

c1 := |λ− Var(F )|+ ‖〈D·F,−D·L−1F 〉`2(N) − E[〈D·F,−D·L−1F 〉`2(N)]‖L2(Ω),

and c2 := b2, where b2 is defined by (6.4), are finite. Then we have

dTV (F,Po(λ)) ≤ 1− e−λ

λ
c1 +

1− e−λ

λ2
c2.

Proof. We preliminary note that by the covariance representation (2.16) it follows

Var(F ) = E[〈DF,−DL−1F 〉`2(N)]. (6.7)

By the Cauchy-Schwarz inequality and (6.7), we have

E[|λ− 〈−DL−1F,DF 〉`2(N)|]

≤ ‖λ− 〈−DL−1F,DF 〉`2(N)‖L2(Ω)

≤ |λ− Var(F )|+ ‖〈D·F,−DL−1F 〉`2(N) − E[〈D·F,−DL−1F 〉`2(N)]‖L2(Ω).

Moreover, using the inequality (3.19) we deduce

E

[
〈|DL−1F |,

∣∣∣√q·
p·
D·F

(
D·F√
p·q·
− 1

) ∣∣∣〉`2(N)

]
+E

[
〈|DL−1F |,

∣∣∣√p·
q·
D·F

(
D·F√
p·q·

+ 1

) ∣∣∣〉`2(N)

]
≤ E

[
〈|DL−1F |, |D·F |√

p·q·

(
1 +
|D·F |√
p·q·

)
〉`2(N)

]
≤ E

[
〈|DL−1F |, |D·F |√

p·q·
〉`2(N)

]
+ E

[
〈|DL−1F |, |D·F |

2

p·q·
〉`2(N)

]
=

∑
k≥0

1
√
pkqk

E[|DkL
−1F ||DkF |] +

∑
k≥0

1

pkqk
E[|DkL

−1F ||DkF |2]

≤
∑
k≥0

1
√
pkqk

E[|DkF |2] +
∑
k≥0

1

pkqk
‖DkL

−1F‖L2(Ω)

√
E[|DkF |4]

≤
∑
k≥0

1
√
pkqk

E[|DkF |2] +
∑
k≥0

1

pkqk
‖DkF‖L2(Ω)

√
E[|DkF |4].

The claim follows from Theorem 6.3. �
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7 First chaos bound for the Poisson approximation

In this section we specialize the results of Section 6 to (shifted) first order discrete stochastic

integrals. As we shall see, the bounds (6.3) and (6.6) (and the corresponding assumptions)

coincide on functionals of the form F = λ + J1(f1), f1 ∈ `2(N), although they differ for

F = λ+ Jn(fn), fn ∈ `2
s(∆n), n ≥ 2.

Corollary 7.1 Assume that α = (αk)k≥0 is in `2(N) and such that

F = λ+ J1(α) = λ+
∑
k≥0

αkYk

is N-valued. Assuming ∑
k≥0

√
qk
pk
|αk|2

∣∣∣ αk√
pkqk

− 1
∣∣∣ <∞

and ∑
k≥0

√
pk
qk
|αk|2

∣∣∣ αk√
pkqk

+ 1
∣∣∣ <∞,

we have that the bound (6.3) (which in this case coincides with the bound (6.6)) holds for F

with

b1 =
∣∣∣λ−∑

k≥0

α2
k

∣∣∣,
and

b2 =
∑
k≥0

√
qk
pk
|αk|2

∣∣∣ αk√
pkqk

− 1
∣∣∣+
∑
k≥0

√
pk
qk
|αk|2

∣∣∣ αk√
pkqk

+ 1
∣∣∣.

Proof. As in the proof of Corollary 4.1 we have F ∈ Dom(D) with DkF = αk. The claim

follows from e.g. Theorem 6.1. �

Example

Let (Zk)k≥0 be a sequence of independent and {0, 1}-valued random variables with E[Zk] = pk

and define the random variables

Yk =
Zk − pk√
pkqk

=
qk − pk +Xk

2
√
pkqk

,

where (Xk)k≥0 is a sequence of independent and {−1, 1}-valued random variables with

P (Xk = 1) = pk. Let (βk)k≥0 ⊂ N, assume

λ :=
∑
k≥0

pkβk <∞,
∑
k≥0

pkqkβ
2
k <∞
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∑
k≥0

qk
√
pkqkβ

2
k|βk − 1| <∞,

∑
k≥0

pk
√
pkqkβ

2
k(βk + 1) <∞

and define αk :=
√
pkqkβk. We clearly have α = (αk)k≥0 ∈ `2(N) and

F =
∑
k≥0

βkZk = λ+
∑
k≥0

αkYk.

Note that, obviously, F takes values in N. Note also that∑
k≥0

√
qk
pk
|αk|2

∣∣∣ αk√
pkqk

− 1
∣∣∣ =

∑
k≥0

qk
√
pkqkβ

2
k|βk − 1|,

and ∑
k≥0

√
pk
qk
|αk|2

∣∣∣ αk√
pkqk

+ 1
∣∣∣ =

∑
k≥0

pk
√
pkqkβ

2
k(βk + 1).

So (with λ as above) by Corollary 7.1 we have

dTV (F,Po(λ)) ≤ 1− e−λ

λ

∣∣∣∑
k≥0

pkβk(1−βkqk)
∣∣∣+1− e−λ

λ2

(∑
k≥0

√
pkqkβ

2
k(|βk − 1|qk + (βk + 1)pk)

)
.

(7.1)

We note that by the classical bound for independent Bernoulli random variables (see e.g.

[2]) we have

dTV

(∑
k≥0

Zk,Po(λ)

)
≤ 1− e−λ

λ

∑
k≥0

p2
k. (7.2)

Although the inequality (7.1) with βk = 1 does not coincide with (7.2) (producing indeed

a bigger upper bound), the bound in (7.1) holds, more generally, for sums of ”weighted”

Bernoulli random variables.

8 nth chaos bounds for the Poisson approximation

Throughout this section, for a fixed positive constant λ > 0, we consider an N-valued (shifted)

nth chaos F = λ+ Jn(fn), fn ∈ `2
s(∆n), n ≥ 2.

8.1 Clark-Ocone bound

By (5.5) and the isometric properties of discrete multiple stochastic integrals we have that

the constants bi of Corollary 6.2 are equal to

b̃1 := |λ− n!‖fn‖2
`2s(∆n)|+ n2‖〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N)
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− E[〈Jn−1(fn(∗, ·)), Jn−1(fn]·(∗))〉`2(N)]‖L2(Ω),

b̃2 := n2(n− 1)!
∑
k≥0

1
√
pkqk
‖fn(∗, k)‖2

`2s(∆n−1)

+ n3
√

(n− 1)!
∑
k≥0

1

pkqk
‖fn(∗, k)‖`2s(∆n−1)

√
E[|Jn−1(fn(∗, k))|4]. (8.1)

The next theorem follows from the computations in the proof of Theorem 5.3.

Theorem 8.1 Let n ≥ 2 be fixed and let fn ∈ `2
s(∆n). Assume that for any k ∈ N the

functions h
(k)
n−1,n−1,s and h̃

(k)
n−1,n−1,s defined by (5.10) and (5.11) belong to `2

s(∆2n−2−s), 0 ≤
s ≤ 2n− 2, and that

b1 := |λ− n!‖fn‖2
`2s(∆n)|

+ n2

(
2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)
∑
k≥0

‖fn(∗, k)⊗s−i1i1
fn]k(∗)‖`2(∆2n−2−s)

∑
k≥0

‖fn(∗, k)⊗s−i2i2
fn]k(∗)‖`2(∆2n−2−s)

)1/2

,

and

b2 := n2(n− 1)!
∑
k≥0

1
√
pkqk
‖fn(∗, k)‖2

`2s(∆n−1) + n3
√

(n− 1)!
∑
k≥0

1

pkqk
‖fn(∗, k)‖`2s(∆n−1)(

2n−2∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

‖fn(∗, k)⊗s−i1i1
fn(∗, k)‖`2(∆2n−2−s)‖fn(∗, k)⊗s−i2i2

fn(∗, k)‖`2(∆2n−2−s)

)1/2

(8.2)

are finite. Then we have

dTV (F,Po(λ)) ≤ 1− e−λ

λ
b1 +

1− e−λ

λ2
b2.

8.2 Semigroup bound

By (5.21) and the isometric properties of discrete multiple stochastic integrals we have that

the constants ci of Corollary 6.4 are equal to

c̃1 := |λ− n!‖fn‖2
`2s(∆n)|+ n‖〈Jn−1(fn(∗, ·)), Jn−1(fn(∗, ·))〉`2(N)
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− E[〈Jn−1(fn(∗, ·)), Jn−1(fn(∗, ·))〉`2(N)]‖L2(Ω),

c̃2 := b̃2, where b̃2 is defined by (8.1).

Next theorem follows from the computations in the proof of Theorem 5.4.

Theorem 8.2 Let n ≥ 2 be fixed. Assume that fn ∈ `2
s(∆n), that the functions h̃n−1,n−1,s

defined by (5.11) belong to `2
s(∆2n−2−s), 0 ≤ s ≤ 2n− 2, and that

c1 := |λ− n!‖fn‖2
`2s(∆n)|

+ n

(
2n−3∑
s=0

(2n− 2− s)!
∑

s≤{2i1, 2i2}≤2(s∧(n−1))

i1!i2!

(
n− 1

i1

)2(
n− 1

i2

)2(
i1

s− i1

)(
i2

s− i2

)

‖fn ⊗s−i1+1
i1+1 fn‖`2(∆2n−2−s)‖fn ⊗s−i2+1

i2+1 fn‖`2(∆2n−2−s)

)1/2

,

and c2 := b2, where b2 is defined by (8.2), are finite. Then we have

dTV (F,Po(λ)) ≤ 1− e−λ

λ
c1 +

1− e−λ

λ2
c2.

Quadratic functionals

In the next proposition, we provide an explicit bound for dTV (λ+ J2(f),Po(λ)), λ > 0. The

proof is omitted since it is a simple consequence of Theorem 8.2 with n = 2, Condition (5.35)

and (5.49), (5.51), (5.52) and (5.53). We also note that the integrability condition required

in Theorem 8.2 can be checked as in the proof of Proposition 5.8 from Lemma 2.4(1) in [14].

Proposition 8.3 Assume (5.35), f, f 2 ∈ `2
s(∆2) and suppose that the shifted second chaos

λ+ J2(f) is N-valued. Then we have

dTV (λ+ J2(f),Po(λ)) ≤ 1− e−λ

λ
d1 +

1− e−λ

λ2
d2,

where

d1 := |λ− 2‖f‖2
`2s(∆2)|+ 2

√
2‖f ?1

1 f‖`2(N)⊗2 +
1− 2ε

ε
‖f ?1

2 f‖`2(N),

and

d2 :=
4

ε
‖f‖2

`2s(∆2) +
8

ε2
(
√

2 + 1)‖f‖2
`2s(∆2)‖f ?

1
1 f‖

1/2

`2(N)⊗2 +
4(1− 2ε)

ε3
‖f‖`2s(∆2)‖f 2‖`2s(∆2).
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Example

Let m ≥ 2 be a fixed integer, and suppose that pk = 1/m, for any k ∈ N. Define the function

f(k1, k2) =
m− 1

m
11{k1=0}11[1,m](k2) +

m− 1

m
11{k2=0}11[1,m](k1), k1, k2 ∈ N

and let λ be an integer bigger than or equal to 4m. We are going to check that all the

conditions of Proposition 8.3 are satisfied. Since (5.35) and the integrability of f and f 2 are

obvious, we only check that λ+J2(f) is N-valued. Let (Zk)k≥0 be a sequence of independent

and {0, 1}-valued random variables with E[Zk] = pk = 1/m. We have

J2(f) =
∑

(k1,k2)∈∆2

f(k1, k2)Yk1Yk2

=
2(m− 1)

m
Y0

m∑
k=1

Yk

=
2(m− 1)

m

(
mZ0 − 1√
m− 1

) m∑
k=1

(
mZk − 1√
m− 1

)
=

2

m
(mZ0 − 1)

m∑
k=1

(mZk − 1)

= 2(mZ0 − 1)

(
m∑
k=1

Zk − 1

)
≥ −4m.

So J2(f) is a Z-valued random variable bounded below by −4m. Therefore, by the choice of

λ, the shifted second chaos is N-valued.

Again, the above example will also satisfy the hypotheses of Theorem 8.1 with n = 2, while

it is difficult in general to compare the constants in Theorems 8.1 and 8.2.

9 Proof of the multiplication formula

In this section we prove the multiplication formula (5.3) for (possibly non-symmetric) discrete

multiple stochastic integrals. In order to explain and prove such a formula we shall use the

notion of continuous-time normal martingale.

Continuous-time normal martingales

Given ϕ̂ : R −→ R a deterministic function, let

it = 11{ϕ̂(t)=0}, jt = 1− it = 11{ϕ̂(t)6=0}, t ∈ R+,
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and consider the martingale (Mt)t∈R+ represented as

dMt = itdBt + ϕ̂(t)(dNt − λtdt), t ∈ R+, M0 = 0, (9.1)

with λt = (1−it)/ϕ̂2(t), t ∈ R+, where (Bt)t∈R+ is a standard Brownian motion, and (Nt)t∈R+

is a Poisson process independent of (Bt)t∈R+ , with intensity λt. Then the martingale (Mt)t∈R+

has deterministic angle bracket 〈M,M〉t = t and it solves the structure equation

d[M,M ]t = dt+ ϕ̂(t)dMt, t ∈ R+, (9.2)

cf. § 2.10 of [19]. Here ([M,M ]t)t∈R+ denotes the quadratic variation of (Mt)t∈R+ . Note that

the continuous part of (Mt)t∈R+ is given by dM c
t = itdMt and the eventual jump of (Mt)t∈R+

at time t ∈ R+ is given by ∆Mt = ϕ̂(t) on {∆Mt 6= 0}, t ∈ R+, see [8], p. 70.

In the following, we denote by L2(R◦n+ ) the subspace of L2(Rn
+) made of symmetric

functions in n variables. The multiple stochastic integral In(fn) is defined by

In(fn) = n!

∫ ∞
0

∫ t−n

0

· · ·
∫ t−2

0

fn(t1, . . . , tn)dMt1 · · · dMtn , fn ∈ L2(R◦n+ ), n ≥ 1

and the following isometry formula holds

E[In(fn)Im(gm)] = n!11{n=m}〈fn, gm〉L2(R◦n+ ), (9.3)

where the symbol 〈·, ·〉L2(R◦n+ ) denotes the usual inner product on L2(R◦n+ ). For any f̂n ∈
L2(R◦n+ ) and ĝm ∈ L2(R◦m+ ) the contraction f̂n◦̂lkĝm, 0 ≤ l ≤ k, is defined to be the sym-

metrization of the function

(xl+1, . . . , xn, yk+1, . . . , ym) 7−→ (9.4)

ϕ̂(xl+1) · · · ϕ̂(xk)

∫
Rl
+

f̂n(x1, . . . , xn)ĝm(x1, . . . , xk, yk+1, . . . , ym) dx1 · · · dxl

in n + m− k − l real variables. We recall the multiplication formula in the general context

of normal martingales

In(f̂n)Im(ĝm) =

2(n∧m)∑
s=0

In+m−s(ĥn,m,s), (9.5)

cf. Proposition 2 of [17] or Proposition 4.5.6 of [19], provided the functions

ĥn,m,s :=
∑

s≤2i≤2(s∧n∧m)

i!

(
n

i

)(
m

i

)(
i

s− i

)
f̂n◦̂s−ii ĝm
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belong to L2(R◦n+m−s
+ ), 0 ≤ s ≤ 2(n ∧m), and we remark that (9.5) is of the same form as

(5.3).

For later purposes, we provide the relation between the contraction f̂n◦̂lkĝm and the one

defined by (5.2). Given fn ∈ `2
s(∆n) and gm ∈ `2

s(∆m), we let

f̂n(x1, . . . , xn) :=
∑

a1,...,an∈N

fn(a1, . . . , an)11[a1,a1+1)(x1) · · · 11[an,an+1)(xn), (9.6)

x1, . . . , xn ∈ R+, and

ĝm(y1, . . . , ym) :=
∑

b1,...,bm∈N

gm(b1, . . . , bm)11[b1,b1+1)(y1) · · · 11[bm,bm+1)(ym), (9.7)

y1, . . . , ym ∈ R+, and

ϕ̂(y) :=
∑
k∈N

ϕ(k)11[k,k+1)(y), y ∈ R+ (9.8)

where ϕ is defined in (5.1). Then

fn ◦lk gm(a1, . . . , an+m−k−l) = 11∆n+m−k−l
(a1, . . . , an+m−k−l)f̂n◦̂lkĝm(a1, . . . , an+m−k−l). (9.9)

Proof of Proposition 5.1

By the definition of the multiple stochastic integral, the contraction and the structure equa-

tion (2.1), for any fn ∈ `2
s(∆n) and g ∈ `2(N), we deduce

Jn(fn)J1(g) =
∞∑

in+1=0

∑
i1 6=i2 6=···6=in

fn(i1, . . . , in)g(in+1)Yi1 . . . YinYin+1

=
∑

i1 6=i2 6=···6=in 6=in+1

fn(i1, . . . , in)g(in+1)Yi1 . . . YinYin+1

+n
∑

i1 6=i2 6=···6=in

fn(i1, . . . , in)g(in)Yi1 . . . Yin−1Y
2
in

=
∑

i1 6=i2 6=···6=in 6=in+1

fn(i1, . . . , in)g(in+1)Yi1 . . . YinYin+1

+n
∑

i1 6=i2 6=···6=in

ϕ(in)fn(i1, . . . , in)g(in)Yi1 . . . Yin

+n
∑

i1 6=i2 6=···6=in

fn(i1, . . . , in)g(in)Yi1 . . . Yin−1

=
∑

i1 6=i2 6=···6=in 6=in+1

fn(i1, . . . , in)g(in+1)Yi1 . . . YinYin+1

+n
∑

i1 6=i2 6=···6=in

ϕ(in)fn(i1, . . . , in)g(in)Yi1 . . . Yin
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+n
∑

i1 6=i2 6=···6=in−1

∞∑
in=0

fn(i1, . . . , in)g(in)Yi1 . . . Yin−1

= Jn+1(fn ◦0
0 g) + nJn(fn ◦0

1 g) + nJn−1(fn ◦1
1 g), (9.10)

which is exactly (5.3) with gm = g1 = g.

Next, consider hi(k) = 11{di}(k), i = 1, . . . ,m, di 6= dj, 1 ≤ i 6= j ≤ m, and let gm =

h1 ◦0
0 · · · ◦0

0 hm, i.e. Jm(gm) = J1(h1) · · · J1(hm). We shall show (5.3) by induction on

m = 1, . . . , n. We already proved that (5.3) holds for m = 1. Next, assuming that (5.3)

holds at the rank m ∈ {2, . . . , n− 1} we have

Jn(fn)Jm+1(gm+1) = Jn(fn)Jm(gm)J1(hm+1)

=
2m∑
s=0

Jn+m−s(hn,m,s)J1(hm+1)

=
2m∑
s=0

Jn+m−s+1(hn,m,s ◦0
0 hm+1) +

2m∑
s=0

(n+m− s)Jn+m−s(hn,m,s ◦0
1 hm+1)

+
2m∑
s=0

(n+m− s)Jn+m−s−1(hn,m,s ◦1
1 hm+1)

=
2m∑
s=0

Jn+m−s+1(hn,m,s ◦0
0 hm+1) +

1+2m∑
s=1

(n+m+ 1− s)Jn+m+1−s(hn,m,s−1 ◦0
1 hm+1)

+
2+2m∑
s=2

(n+m+ 2− s)Jn+m+1−s(hn,m,s−2 ◦1
1 hm+1)

=
2m+2∑
s=0

Jn+m+1−s(hn,m+1,s),

since

hn,m+1,s = 11{0≤s≤2m}hn,m,s ◦0
0 hm+1 + 11{1≤s≤1+2m}(n+m+ 1− s)hn,m,s−1 ◦0

1 hm+1 (9.11)

+11{2≤s≤2+2m}(n+m+ 2− s)hn,m,s−2 ◦1
1 hm+1,

as follows from Lemma 9.1 below. We have shown that (9.5) holds for any gm of the form

gm = 11{d1} ◦0
0 · · · ◦0

0 11{dm},

and the formula extends to all gm ∈ `2
s(∆m) by summation and linearity. The proof is

completed.
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Lemma 9.1 The identity (9.11) holds for gm = h1 ◦0
0 · · · ◦0

0 hm and hi(k) = 11{di}(k), i =

1, . . . ,m.

Proof. Letting ĥi(x) := 11[di,di+1)(x), i = 1, . . . ,m, and ĝm = ĥ1 ◦0
0 · · · ◦0

0 ĥm, by (9.5) we

have

In(f̂n)I1(ĝ1) = In+1(f̂n◦̂0
0ĝ1) + nIn(f̂n◦̂0

1ĝ1) + nIn−1(f̂n◦̂1
1ĝ1). (9.12)

By (9.5) and (9.12) it follows that

2m+2∑
s=0

In+m+1−s(ĥn,m+1,s) = In(f̂n)Im+1(ĝm+1)

= In(f̂n)Im(ĝm)I1(ĥm+1)

=
2m∑
s=0

In+m−s(ĥn,m,s)I1(ĥm+1)

=
2m∑
s=0

In+m−s+1(ĥn,m,s◦̂0
0ĥm+1) +

2m∑
s=0

(n+m− s)In+m−s(ĥn,m,s◦̂0
1ĥm+1)

+
2m∑
s=0

(n+m− s)In+m−s−1(ĥn,m,s◦̂1
1ĥm+1)

=
2m∑
s=0

In+m−s+1(ĥn,m,s◦̂0
0ĥm+1) +

1+2m∑
s=1

(n+m+ 1− s)In+m+1−s(ĥn,m,s−1◦̂0
1ĥm+1)

+
2+2m∑
s=2

(n+m+ 2− s)In+m+1−s(ĥn,m,s−2◦̂1
1ĥm+1),

which, due to the isometry property of the multiple stochastic integrals Ik, shows that the

identity (9.11) holds with ĥn,m,s and ĥm+1 in place of hn,m,s and hm+1, and with ϕ̂ defined

from (9.8). Using (9.9) we conclude that (9.11) holds for hn,m,s and hm+1 as well, and in this

case the identity holds for all non-diagonal terms while all functions in the relation vanish

on the diagonals. �
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